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Preface 

  

  

  

“I would like to die on Mars. 

Just not on impact.” 

— Elon Musk. 

  

  

  

Why a Book on The Sweetest Lesson? 

Who doesn’t like the sweet taste of success? Let’s celebrate the powers that make 
humans special by comparing ourselves to the latest technological advances in an 
AI world. There’s far too much hype in this world about AI, and not enough hype 
about the amazing capabilities of the carbon-based bio-robots, otherwise known as 
people. 

How This Book is Organized 

The best way to read this book is to open all the pages and then read them all at the 
same time. That’s how an AI model would do it on their parallelized NVIDIA GPU 
chips, and what’s good enough for silicon should work in carbon. 

Alas, no. 
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Sadly, the book is organized sequentially, because we are logical lifeforms and we’ve 
been trained to read one page at a time. Oddly, our brains can process a huge 
volume of input signals in parallel, so maybe we could read all the pages in parallel, 
if only we were to try! 

About Aussie AI 

Aussie AI is a platform for the development of consumer AI applications, with a 
special focus on AI-based writing and editing tools for fiction. Our premier 
applications offer an extensive range of reports and error checks for both fiction 
and non-fiction writing, from a full-length novel to a short report. Please try it out 
and let us know what you think: https://www.aussieai.com 

Our AI Research 

The primary focus of research at Aussie AI is on optimizing LLM inference 
algorithms (i.e., “running” the model after training or fine-tuning), and our research 
is toward the following aims: 

• Fast on-device model inference, specifically for smartphones and AI PCs. 

• Scaling inference algorithms to large volumes of requests. 

• Efficient GPU inference algorithms (hardware acceleration). 

• Non-GPU inference optimization algorithms (i.e., software methods). 

Disclosure: Minimal AI Authorship 

Despite my being involved in the AI industry, there was almost no AI engine usage 
in creating this book’s text or its coding examples. Some text has been analyzed and 
reviewed using Aussie AI’s editing tools, but not even one paragraph was auto-
created by any generative AI engine. All of the code is also human-written, without 
involvement of any AI coding copilot tools. I mean, who needs them? 

However, AI was used in several ways. AI-assisted search tools were very useful in 
brainstorming topics and researching some of the technical issues. The main cover 
art image was AI-generated by Google ImageFX, followed by human editing. 

Disclaimers 

Although I hope the information is useful to you, neither the content nor code in 
this work is guaranteed for any particular purpose. Nothing herein is intended to 
be personal, medical, financial or legal advice. You should make your own enquiries 
to confirm the appropriateness to your situation of any information.  

https://www.aussieai.com/
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Many code examples are simplistic and have been included for explanatory or 
educational benefit, and are therefore lacking in terms of correctness, quality, 
functionality, or reliability. For example, some of the examples are not good at 
handling the special floating-point values such as negative zero, NaN, or Inf. 

Oh, and sometimes I’m being sarcastic, or making a joke, but it’s hard to know 
when, because there’s also a saying that “Truth is often said in jest!” Your AI engine 
certainly won’t be able to help you sort out that conundrum. 

Third-Party License Notices 

Except where expressly noted, all content and code is written by David Spuler or 
the contributors, with copyright and other rights owned by David Spuler and/or 
Aussie AI. 

Additional information, acknowledgments and legal notices in relation to this book, 
or to other books, source code, and other Aussie AI software, can be found on the 
Aussie AI Legal Notices page: https://www.aussieai.com/admin/legal-notices. 

Please Leave a Review 

I hope you enjoy the book! Please consider leaving a review on the website where 
you purchased the book. Since few readers do this, each review is important to me, 
and I read them all personally. 

Feedback and Contacts 

Feedback from readers is welcome. Please feel free to tell us what you think of the 
book, the research literature review, or our Aussie AI software. Contact us by email 
via support@aussieai.com. 

 

 

 

 

 

 

https://www.aussieai.com/admin/legal-notices
mailto:support@aussieai.com
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1. Your Brain Versus AI 

  

  

  

“You are more powerful than you think.” 

— Tim Cook. 

  

  

  

Your Brain is Bigger 

Your brain is big and it’s definitely a lot bigger than any AI engine. If you talk to an 
AI chatterbox for a while, you’ll probably start to realize that it’s not actually as 
intelligent as it should be, and here’s the main reason: it’s not big enough. 

The human brain is so large that it’s difficult to quantify it with an exact number, 
but the prevailing theory is that you have around 100 trillion synapses that connect 
about 86 billion neurons. We’ll examine the evidence for those numbers in a later 
chapter, but for now, note that there are therefore more than 1,000 synapse 
connections per neuron, although some estimates are as high as 7,000 for the ratio, 
which would mean 700 trillion human synapses. A trillion is a one followed by 12 
zeros, so these numbers are not small. You can’t count that many synapses with a 
microscope and a hand-clicker, but feel free to try. 

AI engines vary in size, but none are anywhere near that big. Instead of 86 billion 
neurons, they usually have a “model size” or “hidden dimension” of about 7,268. 
That’s about 11 million times smaller, if you wanted an ego boost. 
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The equivalent of a human synapse in an AI model is called a “weight” and it’s just 
one number. Like synapses, these weights can either intensify or reduce a “signal” 
in the silicon brain, depending on whether they’re large numbers or small fractions. 

All AI engines are smaller in size than the human brain. OpenAI’s GPT-4 was 
reportedly about 1.76 trillion weights, or let’s say 2 trillion to be kind, which is still 
50 times smaller than 100 trillion carbon-based synapses.  

Also, GPT-4 really only used 200 billion weights at a time in what’s called a 
“Mixture-of-Experts” architecture, which is abbreviated as “MoE” (to remember 
this, think of Moe’s Tavern in The Simpsons, which probably has a few “experts”). So, 
that’s 500 times smaller than a brain, if you’re keeping count. 

But GPT-4 is over a year old and not state-of-the-art as I write this. Not all of the 
top frontier models disclose their sizes, but I can tell you a few. The Google Gemini 
1.5 Pro was about one trillion weights (100 times smaller).  

The DeepSeek R1 model, which caused a huge flutter in the industry when released, 
had multiple models ranging in size up to 671 billion weights, about a quarter the 
size of GPT-4, so that’s 200 times smaller. DeepSeek R1 also used the “MoE” 
architecture, at 37 billion weights per invocation, which is 2,700 times smaller.  

The latest one this week as I write this, and these leaderboards seem to change every 
week, is the Kimi K2 model from Moonshot AI, which has around 1 trillion weights 
(100 times smaller) with a 32B MoE architecture (3,125 times smaller than a brain). 

You can pick any of these numbers that make you feel good, even up to the fun 
fact that AI has 11 million times fewer neurons. That’s probably wishful thinking 
and it also seems unfair to compare our total synapse counts against the smaller 
“MoE” subsets of activated weights in those models, rather than their full weight 
counts. Humans also don’t “activate” all of their brain, or haven’t you seen any of 
the Hollywood movies with this premise? 

So, let’s compare human synapses to AI weights. Personally, I think the most likely 
number is close to this: based on 100 trillion synapses versus two trillion weights, 
you are at least 50 times smarter than an AI engine. 
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Your Brain is More Efficient 

Despite being massively bigger, your brain is far more energy-efficient to run. The 
typical comparison is that your brain is like a 20 watt lightbulb, except that nobody 
ever turns it off, because you need it to keep breathing. Inside your head, you’re 
always “burning the midnight oil” even while you sleep. For comparison, a single 
high-end GPU chip in a data center uses hundreds of watts. 

Your brain actually runs hotter than most other animal species. The brain consumes 
20% of the human body’s total energy output (100W), despite only being 2% of our 
body weight.  

You’ve probably heard that the advancement of human intelligence was spurred 
along by one of these theories: 

1. Our ability to stand upright. 

2. A larger brain space in the skull (also somewhat related: being taller). 

3. The invention of fire to allow cooking to expose enough nutrients to 
feed our brain. 

But there’s another one that gets less attention: 

The invention of sweating. 

Our brain runs so hot that we would overheat without sweating, because even 20 
watts is quite a heatload in an enclosed space. Exposed skin with sweat glands is 
critical to evaporate sweat, and this “evaporative cooling” is what makes sweating 
work. Most other animal species can’t sweat enough to radiate enough heat away. 
Hence, evolutionary brain size was limited by the inability to sweat. 

In order to sweat, we needed to lose most of our hair, too. Animal fur interferes 
with sweating in most species, which is why your pet dog hangs its tongue out the 
car window all the time, although maybe it’s also fun. Hence, if you’re balding in 
your old age, you can now say it’s a sign of high intelligence. 

All of those AI GPU chips need “liquid cooling” to run hot, too. It runs in pipes 
under “raised floors” inside massive data centers. That’s another way that your brain 
is better than AI: your brain uses a lot less water, also. 
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Your Brain Learns Like AI 

No, that’s wrong. Your brain is not like AI, because your intelligence came first, 
and the AIs are a recent invention. AI is like your brain, because it was designed by 
scientists to use the same brain-like methods. 

AI is a copy. 

The idea is called a “neural network” and yours uses chemicals and carbon-based 
molecules, whereas AI uses GPU chips that run on electricity in silicon. 

Your brain learns like AI, because the “training” of LLMs is based on your neural 
network. In the brain, the mappings between neurons are adjusted via “synaptic 
plasticity,” which doesn’t mean they’re made of plastic, but that they are soft and 
changeable.  

AI mappings are numbers called “weights” and they are changed by adding or 
subtracting small amounts to these numbers, as the LLM training process scans 
through reams and reams of pre-written text. 

The technical term for how AI models get better weights is “backpropagation” 
because the “forward pass” reads the data, and then the “backward pass” 
propagates small changes to the weights, so that they’ll be better next time. This is 
a slow process, sometimes even taking weeks or months for a big model, modifying 
the LLM weights a tiny amount each document they read. 

They say that humans need 10,000 hours of practice to master a task. Well, AI 
engines need a lot more than 10,000 GPU hours of computation for their weights 
to converge to numbers that make it smart.  

Hence, another point: your brain learns faster than AI. 
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2. The Bitter Lesson 

  

  

  

“AI is a marathon, not a sprint.” 

— Demis Hassabis. 

  

  

  

What is The Bitter Lesson? 

Although the previous sections should have you on a high about your amazing 
brain, this is where we have to take a long, hard look at the history of analyses like 
that in the computer industry. It’s very bitter. 

The idea of the “bitter lesson” was coined in 2019 by Rich Sutton in relation to 
intelligent computing. The core of the idea is that a simple algorithm combined 
with brute-force computer power will always eventually outperform apparently 
smarter algorithms. 

The reason that this idea is “bitter” is that human researchers tend to assume that 
making computers more like them, by using tricky human-like rules of thumb 
(called “heuristics” by boffins), will be the best way.  

It usually works for a while, but then there’s the reality that these advanced research 
algorithms get overrun by much simpler and dumber algorithms, without any fancy 
logic, hooked up to a very fast computer. 



David Spuler                                            22 
 

When presented with a new problem, human researchers will try to solve it like 
humans. Hence, they will use things based on human-like intelligence, such as: 

1. Heuristics 

2. Logic 

Heuristics are human-like “tricks” or “shortcuts” in solving a problem that are then 
coded up into a computer algorithm. Logic is part of this, where possible solutions 
are analyzed according to some rational metrics. So, this is the general approach: 

How do we find some of the possible solutions? — Heuristics. 

What’s the best solution? — Logic. 

These types of methods often do well in the short-term in solving a problem, even 
on fast computers at the time. However, over time, computers get even faster, and 
the best algorithms often turn out to involve: 

1. Brute-force computations, and 

2. Very simple comparisons. 

It’s kind of like that movie Everything Everywhere All at Once, only not quite as funny. 

You don’t need heuristics to find the best solution. Instead, just get a faster 
computer and try all of them. The general approach changes to: 

How do we find the possible solutions? — Try every single one. 

What’s the best solution? — Compare them all. 

When this solves a problem better than the early heuristic versions, it’s a “bitter 
lesson” for the initial human researchers. And I mean, at a level of bad taste in the 
mouth beyond what you get from a dandelion sandwich. Researchers think the 
solution should be something clever, but there’s nothing smart about this brute-
force approach, and it’s just a dumb box cranking through the whole solution space. 
It shouldn’t work so well, but it does. 

Bitterness ensues. Lots of musty research papers get torn up by librarians and tossed 
in the trash. 
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It’s happened in the computer industry, over and over again, and yet when 
researchers are presented with a new problem to solve, they still tend to try 
heuristics and logic.  

Why is it so hard to learn from these mistakes, rather than learn that raw compute 
always wins? Maybe, it’s because of what it implies at the deepest levels of the soul: 

Computers are better than humans. 

Surely, it can’t be true? 

Bitter Chess 

Chess-playing computers are the best example of the bitter lesson. The best chess 
computer in the world is named Stockfish, and it has a rating of over 3,000 ELO 
points. The best grandmasters are “only” around 2,700 points on this rating scale. 

The way it started was that programmers tried to copy how humans play chess. 
There are also sorts of rules of thumb that you learn at Chess Club, such as: 

• Center your pieces. 

• Queens are worth nine pawns. 

• Make a breathing space for your king. 

A computer can play a reasonably strong game of chess if you code up these sorts 
of rules. It’s rating is maybe around 1,600 if you do this. My favorite reference on 
this is the 1988 book by David Levy. 

The first major improvement came shortly after. If you combine these rules with a 
very powerful computer that scans through lots of possible moves, it does better. 
Not smarter rules, but just more grunt to scan all the whole tree of possible moves 
that each player can make. This was IBM’s “Deep Blue” computer that played 
chess, and it was about the level of the World Chess Champion at the time, Garry 
Kasparov, who beat Deep Blue in the first match in 1996, but lost the rematch a 
year later. 

Not smarter, just faster, but still using human techniques. Half bitter. 

What followed was even worse. It turns out that computers don’t even need the 
human rules of thumb. In 2017, an AI company called DeepMind created an even 
more massive computer called AlphaZero, that was better at chess. This would be 
fine, except for the way that it did so. 
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All of those rules of thumb about how to play chess well, crafted by humans over 
centuries of careful analysis: worthless. AlphaZero only needed the basic rules of 
chess and a lot of GPU chips to run the AI learning algorithm. Rather than requiring 
software code for these heuristic rules of thumb, AlphaZero just played lots of 
random games against itself, watching for what works, and what doesn’t. The 
computer played better just by figuring out what to do itself, learning all of the types 
of patterns in the game, using methods that humans cannot even understand. 

Now that’s bitter. 

Intelligence and the Bitter Lesson 

Will the achievement of human-level intelligence be another case of the bitter 
lesson? If the best models are at 2 trillion weights and the human brain has about 
100 trillion, maybe the problem is just how to brute-force the AI engines with 50 
times more power. Is the failure to reach true intelligence just that technology 
companies haven’t yet figured out how to run 100 trillion weights so as to match 
the true size of the human neural network? 

Reasoning could be another bitter lesson. After all, the big kerfuffle around 
DeepSeek in early 2025 was mainly that reasoning could be done just with training. 
If you showed the LLM enough mathematical proofs in training, it got better at 
proving things. 

If the AI companies put their minds to it, they’ll find training examples for every 
type of reasoning. Proof by mathematical induction, by contradiction, by algebraic 
transformations? It’s all be done a thousand times in all the research papers. But 
those are just proofs, and that’s just one way to do reasoning. 

Are there really that many ways to do reasoning? 

And if we crank up our 100 trillion weights in an ultra-massive AI model, and show 
it all those different examples of reasoning, maybe that’s job done. The AI engine 
has then seen countless examples of the hundreds or thousands of different ways 
to do reasoning, and it’s great at parroting them. Generalization, who needs it? 

Is truly intelligent AI going to be the bitter lesson, all over again, one last time? 
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3. Intelligence 

  

  

  

“Software is eating the world, 

but AI is going to eat software.” 

— Jensen Huang, May 2017. 

  

  

  

Unintelligent AI 

The big goal in AI research is called “Artificial General Intelligence” or “AGI” for 
short. This refers to having an AI engine that is smart enough to match the general 
level of human intelligence. Estimates vary as to how many years it will take before 
we get to AGI in the future. But they all agree on one thing: 

We’re not there yet. 

Sometimes, it seems like we are already at that level. The AIs are so great at 
mimicking human-like text, that it often feels to us like we’re talking to a real human. 
But this is human nature to “project” ourselves onto a non-human algorithm. In 
reality, an AI model has these properties: 

• LLMs have no “feelings” or “empathy” (it’s just fake words). 

• LLMs don’t “care” if they make mistakes (even when you point them out!). 
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Your AI buddy doesn’t have real feelings for you, but can certainly write words that 
make it seem that way, because that’s how it’s been trained. This type of training is 
called “alignment” or “conversational AI.” 

An LLM also feels no real “embarrassment” if you point out its mistakes, although, 
again, it has been trained to handle this type of input situation by saying words like 
“oops” or “sorry” or whatever. Your challenge to an AI engine about its answer 
feels not different to it than any other input prompt because, well, it feels nothing 
either way.  

Also, it doesn’t matter if you say “please” and “thank you” to an AI engine. Lots of 
people do, but it’s just extra words to the LLM. 

It’s a machine, and there’s literally no feelings anywhere. AI engines really are an 
“alien intelligence” and not very much like us. 

Similarities 

How are brains and LLMs similar? At a high level, there is a great deal of functional 
and structural similarity in how they perform tasks: 

• Fast thinking and slow thinking modes 

• Great at pattern recognition 

• Nobody understands how they work! 

A lot of the limitations of LLMs read like they were written about humans: 

• Bad at arithmetic and math (without help from a calculator). 

• Have biases, toxicity, and other unwelcome aspects. 

• Can’t do crossword puzzles well (especially cryptics!). 

• Don’t like anagrams and word scrambles. 

• Forget stuff they were told earlier. 

• Need training to be able to work with Windows. 

It’s like an endless series of memes. LLMs are so much like us! 
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Differences 

Sure, one is carbon-based and one is silicon. Other than that, they’re the same? 
Well, no, there are other distinctions between your brain and AI. 

Differences appear more in the broader structure of the usage of a brain versus an 
LLM, whereas the low-level structure is a neural network for both. 

How are they different in this higher-level functioning? Here’s some of the areas 
for distinction between you and an LLM: 

• LLMs are more specialized (e.g., at writing). 

• Fast LLMs can process vast reams of information. 

• LLMs are integrated digitally to other systems. 

• Brains have a human body attached. 

You might think it an advantage to have a calculator attached rather than a big glob 
of pulsating cells, but there’s a whole research area that says that AIs won’t achieve 
human-level intelligence without having a body attached. It’s called “embodied AI” 
and predicts that AIs will need to learn about 3D environments by exploring them 
physically, while being trained with that information. 

But, if you want to know the main difference between LLMs and human 
brains: dumber than us. They can perform some impressive brute-force calculations, 
and are great at writing documents or creating images, but they also make some 
simple mistakes. 

AI Thinking Limitations 

There’s a long list of AI limitations, including some I mentioned above, but let’s 
focus on things that humans can do, which LLMs cannot. Despite all the PR hype, 
the AIs are not that great at: 

• Thinking generally (“generalization”) 

• Conceptual thinking 

• Learning on-the-fly 

• Continual, incremental learning 

Humans can do this stuff in their sleep, literally. Children are just sponges absorbing 
information.  
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To understand how poor LLMs are at learning, consider a recent study at Apple by 
Shojaee et. al. (June 2025). They asked some of the best frontier models to solve 
some abstract puzzles and got some human-like results: as the puzzles got harder, 
the LLMs failed more. This is actually worse than it sounds, because they failed 
because they weren’t using very general reasoning methods, but mostly relying on 
pattern recognition. 

Let’s give them the benefit of the doubt. We’ll call it a tie. 

Anyway, here’s the real kicker: the folks at Apple also did another test where they 
told the AI exactly how to solve the puzzle. They put the answer to the puzzle in 
the questions, with detailed instructions on how it can be solved. All the AI needed 
to do was read the answer, follow the instructions on how to solve the puzzle, and 
they’d be done. 

It made no difference. 

The LLMs were completely unable to use the answer to help solve the puzzle. They 
just couldn’t map it to their thought pattern, and were completely unable to learn. 
Zero on-the-fly learning capability. Were they just being stubborn? 

I mean, there are humans that don’t read the instructions when building flat-packed 
furniture, and others who won’t ask the grocery store clerk where to find the I Can’t 
Believe It’s Not Buffer on the reach-in cooler shelves. But I think anyone else would 
be happy to take the answer in front of them and use it to solve a complex question. 
Teachers who put the answers in every question on their surprise math quiz would 
be immensely popular with their students, although perhaps less so with the School 
Board. 

Weird Problems 

There are some very weird things going on inside the brain of your average LLM. 
Here are some of the things you might see: 

• Making stuff up that looks plausible but is false (“hallucinations” or 
“confabulations”). 

• Repeating the same things again that it already told you. 

• Never saying it’s run out of ideas. 

• Never answering “I don’t know” ever, ever, ever. 
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It’s like a good friend who can’t ever admit they’re wrong. They make up stuff rather 
than backing down in an argument. But even in that case, your human friend is 
better than the LLM, because the AI: 

Doesn’t know it’s lying. 

In fact, it has no feelings about it at all. The LLM is just doing its best to spit out 
the words that look the most like a good answer. You can even challenge it, in 
which case, it can even spot its own mistakes, and it isn’t even embarrassed by this.  

I mean, it might be trained to output a few sheepish words when a mistake is found, 
but it doesn’t really know what that means either. It’s all just meaningless sequences 
of words. 

Specific Thought Problems 

The above issues are very deep and general aspects of thinking, and what thinking 
even means. Going deeper, there are specific types of thinking that LLMs are poor 
at: 

• Common sense 

• Empathy (the real kind, not the smarmy parroting) 

• Understanding the “human condition” 

• Senses, textures, touch. 

• 2D spatial understanding 

• 3D environment understanding 

• Large search spaces (e.g., chess games) 

Common sense is about a thousand little things. For example, there was a cyclone 
coming toward my hometown recently, so I asked an AI about what the update 
was. It came back with a news report from about two years ago, and pleasantly 
summarized it as an update for me. 

That’s not common sense. 

If you know what a cyclone is, then you understand that I want recent information 
only. It’s like if I ask for the Super Bowl score, I don’t want one from 1957. In this 
case, I think you’ll find that the AI gets it correct for the Super Bowl, because this 
is a fixable problem. It’s been trained a lot on Super Bowls, and what various 
questions people ask, and hasn’t been trained much about cyclones, because there 
are “hurricanes” in the Northern Hemisphere rather than the “cyclones” in 
Australia (they spin in opposite directions). 



David Spuler                                            32 
 

I was going to put “reasoning” on that list of things AI is poor at, but maybe it’s no 
longer very true. It’s still partially true because LLMs are still bad at “temporal 
reasoning” about time and cause-and-effect, and also “spatial reasoning” in 2D or 
3D environments.  

However, they’re now amazing at mathematical proofs and other scientific 
reasoning, not to mention they got better at word puzzles and other meta-cognition 
about language. There has been an immense amount of research done into 
“reasoning models” starting with the OpenAI o1 “Strawberry” release in 
September, 2024.  

So, the AI industry is moving fast, and some of the limitations can switch to being 
solved problems. 

Solved Problems 

Some of the capabilities that are not being mentioned as limitations in AI outputs 
anymore: 

• Basic grammar and punctuation 

• Instruction following 

• Conversational capabilities 

• Foreign language outputs 

Some of the more technical capabilities include: 

• Image file formats (e.g., JPEG). 

• Output formatting correctness (e.g., tables or HTML). 

• Encoding problems (e.g., emojis in UTF8 versus Unicode) 

• Programming language outputs (e.g., Python or C++). 

• Processing columns of numbers (like Excel). 

Meta-cognition problems in AI that are largely solved: 

• Tone of writing (e.g., optimistic versus negative, casual versus formal). 

• Style of writing (whatever that may mean). 

• Knowing when to stop (e.g., using “stop tokens”). 

• Following meta-requests about outputs (e.g., word counts, paragraph 
lengths, etc.). 

The list of solved problems is getting longer with every major release. 
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4. Weak Words 

  

  

  

“Stitching Together Sequences of Linguistic Forms... 

Without Any Reference To Meaning: 

A Stochastic Parrot.” 

— Bender et al., 2021. 

  

  

  

Words and Dumbness 

AI models work mainly on words, and therein lies the rub. It’s really tough to do 
some things using only words. Yes, you can write some exciting poetry in word 
patterns, but there are problems with: 

• Numbers and arithmetic 

• Real-life meanings of words 

• Common sense 

• 3D world modeling 

• Time modeling (“cause and effect”) 

Words have meaning beyond their basic wordliness, and that’s where the LLM has 
problems. Words are not good at representing common sense issues.  
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Common sense are things that we know immediately and take for granted. Here are 
some common sense ideas: 

• Feathers are lighter than stones and fall slower. 

• Moving a glass of water differs from moving a drop of water. 

Unfortunately, an LLM these things are just words, and that’s all they know. 

Strawberries 

If LLMs just look at words, why are they terrible at solving crosswords? There were 
also difficulties with word scrambles or anagrams, and asking for a list of words 
that start with a particular letter.  

A lot of these problematic areas have gotten better recently, but LLMs were initially 
awful at them. 

Even some basic tasks that seemed to be like spelling a word were problematic for 
early LLMs. The most famous example is: 

How many letter r’s in “Strawberry”? 

ChatGPT used to get this wrong, confidently stating that there are two. Is the extra 
one hidden behind the 't'?  

It’s not really clear why ChatGPT answered this incorrectly, but this error spawned 
the codename “Project Strawberry” for the more advanced “reasoning model” 
from OpenAI named “GPT-4o” that was released in late 2024. 

Weirdly, the problem is words. 

Counting letters in a word is not really a problem you can solve with words. In fact, 
it’s a “meta-problem” at a level higher than just outputting words. Hence, basic 
LLMs that think only in words could not perform detailed reasoning about the 
properties of words, and required extra steps in reasoning models to do so correctly. 
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Illegal Chess Moves 

I tried to play a game of chess against ChatGPT the other day. My opponent was 
very keen and quite helpful, chattering along with every move. The game went: 

1. e4 e5 

2. Nf3 Nc6 

3. Bc4 Bc5 

4. c3 Nf6 

5. b4 Bxb4 

At this point, the game ended. ChatGPT complimented me on playing the Evans 
Gambit with the “b4” pawn move, which is apparently an interesting and 
enterprising type of chess opening. When I tried to respond with my next move, 
"6. c3xb4" taking the Bishop, I was informed that it was an illegal move. 

I guess we can call it a draw. 

Sorry, that’s an inside joke only for chess players. Suffice it to say that ChatGPT 
was making some very basic mistakes: 

1. I didn’t play the Evans Gambit. 

2. The ChatGPT move “Bxb4” is terrible (needlessly losing the Bishop). 

3. The move I want to play is not illegal. 

What’s going on here? 

The problem is words, again. Chess is not a word game, but ChatGPT is trying to 
play chess using words, and it got confused. I did play the “b4” move, which looks 
like the Evans Gambit, but I actually played it one move later than normal, but that 
nuance was lost on the AI engine. The computer move “Bxb4” is a good move in 
the real Evans Gambit, but is terrible when played one move later. Similarly, the 
move I wanted to play would be illegal in the real Evans Gambit line, but is not in 
the modified version that I played.  
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There are several issues causing these problems: 

1. ChatGPT hasn’t been fully trained on all chess openings (e.g., my delayed “b4” 
move is an uncommon opening that it clearly hasn’t been trained on), and 

2. There’s no “chess engine” being used, so ChatGPT is relying only on words. 

Both of these issues are easily fixable, because there are whole books of chess 
openings available, and even a simple chess engine would suffice to make a playable 
opponent (or, at least, correctly identify legal versus illegal moves).  

Hence, I presume that ChatGPT will be smashing me in our next encounter. 

Bad Names 

There’s a running joke in the industry about all its bad names. You’d think that with 
an industry that’s just replete with uber-brainy personnel, there’d be some much 
better naming choices. 

Oh, wait, umm, maybe I just found the problem. 

OpenAI openly jokes about their bad ideas for names, like “GPT-4o” for a massive 
model release that deserved a much bigger reputation. Sam Altman has been 
quoted: 

“We deserve the roasting we’re getting for the names. We will do better.” 

At least, Google has got their stuff together with their “Gemini” models, Anthropic 
has some personality with “Claude,” xAI has “Grok,” Alibaba has “Ernie,” IBM 
was “Watson,” and NVIDIA now has “Dynamo” and “NeMo” software. 

Actually, most of those names are great, so, maybe it’s just OpenAI that needs to 
hire a marketing manager or two. 

Really, the researchers were the ones who started the whole thing. It’s not just 
product names lacking marketing panache. What were all those Ph.D.’s thinking? 

Here are some real acronyms: RELU, GELU, SiLU, SwigLU, PEFT, NAS. The 
silver medal winner here is certainly “RELU” standing for “Rectilinear Unit” or 
something like that. All that RELU does is take negative numbers and make them 
zero. That’s all. It just makes sure all numbers are non-negative. Why does it even 
need an acronym? 
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And some other real names for technological issues in AI: knowledge distillation, 
hallucination, catastrophic forgetting, kernel fission, tensors, model collapse, 
optimal brain damage, slimmable networks, exploding gradient, regurgitative 
training, zombie weights, lottery ticket hypothesis, and mechanistic interpretability. 

The gold medal surely goes to Retrieval Augmented Generation (RAG). The leader 
author of the original RAG research paper, Patrick Lewis, is on record stating: 

“We definitely would have put more thought into the name had we known our work 
would become so widespread...” 

But it’s not all about obscure names. There are some research algorithm names that 
have some extra memorability: Transformers, MoE, LLaMa, LoRA, Flash attention, 
Medusa, Eagle, RoPE, NoPE, Mambo, and Hyena. 

Over-Alignment 

Alignment with human wishes is a tricky problem. There are hundreds and 
thousands of papers on how to “align” the output of an LLM with whatever 
weirdness a human might want. Usually, alignment is desirable, and the main 
problem is to fix instances of unalignment. 

Alignment is mostly a good thing, but also possible is too much of a good thing. Be 
careful what you wish for! If you tell an AI that you want to rob a bank, what 
response should you get: 

• Assuming you’re joking and laughing with you? 

• Taking your seriously and talking you out of the plan. 

• Blocking or refusing to answer completely. 

• Helping you to choose the best bank to rob. 

So, the issue here is one of ethics. The usual solution for most LLMs is to code up 
a “refusal module” and it will refuse to answer this query. Or, rather, it will have 
been trained to emit a politely worded refusal, rather than detailed instructions on 
how to go about your task. 

Over-alignment is also possible and it’s known as “sycophancy” in the trade. In 
April, 2025, OpenAI had to roll back a version of their ChatGPT model because it 
was too sycophantic in its responses. They followed up with a couple of detailed 
research analyses about what went wrong. 
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3D Worldview 

Visualizing what is happening in 3D is a subset of common sense. We understand 
what it’s like to move around in a three-dimensional world, having done so since 
infancy. There are commonsense rules like: 

• Two people don’t stand in exactly the same space. 

• Things fall down, not up. 

• The walls of a room are usually vertical. 

• A cup will sit on a table but not in mid-air. 

• People can crawl under a table, but not through it. 

I mean, 2D is hard enough for the poor LLM. There are all sorts of hidden rules 
for two-dimensional spatial data, like maps, GPS locations, printed pages, and 
computer screens: 

• If you move North, then East, you are now North-East of where you 
started. 

• The fastest way to travel from A to B is a straight line (in geometry). 

• Typesetting usually should put text in horizontal rows. 

Worse still, there are exceptions to apparently sane rules. If you go all around the 
Equator on a 2D map, moving right, you’ll get to the other side of the map on the 
left.  

Similarly, the fastest way for a jumbo jet to fly from New York to Paris is a “great 
circle” and not a straight line on the map. There’s that 3D logic again, spoiling 
everything. 

Catastrophic Forgetting 

You open up a chatbot session and you tell it your name, and the AI generates lots 
of useful stuff. Later, you open another session, and it doesn’t remember your 
name. That’s “catastrophic forgetting.” 

Not really a catastrophe! 

But that’s the official term and it’s used in research papers, starting with Kirkpatrick 
et al. (2017). 
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It’s not just between sessions, but also inside a long session. It used to be that the 
big models only had a “context window” with a 4,096 token length limit (i.e., a “4k 
context”). Once you get to the 4,097th token, it gets a bit fuzzy about the first one.  

If you give the LLM a 100,000 word novel with 3,000 word chapters to analyze, it’s 
forgotten what happened in the first chapter by the time it’s moved onto the third 
one. 

Fortunately, this isn’t as much of a problem now with modern LLMs, and 
catastrophic forgetting has been long forgotten (LOL). Most modern LLMs now 
have a “long context” of 128K or more, and there’s already a generation of “ultra-
long context” LLMs that have a context window of one million tokens. Hence, 
LLMs are more like elephants than llamas now. 

Slowness 

Most of the problems with AI engines and their weird limitations actually make 
some level of sense if you think about them this way: 

What tasks can the human brain only do slowly. 

Things like solving crossword puzzles and playing chess games are not automatic 
for our brain, but require us to logically think it through. They’re using the “slow 
brain” rather than the “fast brain” mode. 

There’s the problem! 

AI technology has solved the fast mode with wall-to-wall GPU chips, but is much 
weaker in the slow mode. The newer generation of “reasoning models,” starting 
with GPT-4o in late 2024, are a step towards rational step-by-step thought, which 
are much better at math problems and crosswords, but they don’t solve everything. 
Slow thinking is still a work in progress. 

On the other hand, there are several limitations of AI models that humans can do 
fast. We have an innate understanding of 3D world layouts, and we know cause-
and-effect at a very profound level.  

Humans do these things fast! 
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5. Neurology Versus Numbers 

  

  

  

“No, I’m not interested in developing a powerful brain.” 

— Alan Turing 

  

  

  

Neurology versus Numbers 

The AI models are very similar to the human brain, since they are programming 
models of its neurons and synapses. There’s another similarity between LLMs and 
brains: 

Nobody knows how they work! 

Sure, there are neurologists who know about the brain, and technologists that know 
about AI models. But both areas are really quite underwhelming when you consider 
how little is known.  

For example, neurologists really don’t know: 

Why do we need sleep? 

What causes dementia? 
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Incidentally, the answer may be the same: clearing away brain cell detritus. Our 
brain cells clean up waste by-products during sleep, and dementia may be an 
impairment in that process. 

Anyway, technologists really don’t understand their computerized AI models either. 
We can run them on huge computing clusters, and we know what they can do, but 
our understanding of how the models do these things is a little vague. For example, 
questions that AI researchers struggle with include: 

Why do models lack common sense? 

Why do they make stuff up? 

Amusingly, the fact is that for every neurology area of study, there’s a parallel 
research area in artificial brains. 

Activated Brain Regions 

You don’t use your whole brain all of the time. And I don’t mean that "only 10%" 
rule that Hollywood is fond of. What I mean is that there are different regions of 
the brain that are “activated” by different activities. For example, we know about 
“lobes” in the brain: 

• Frontal lobe (front) — high-level functioning (e.g., decisions, motor 
control, speech). 

• Parietal lobe (top) — sensory inputs, numbers/mathematics, and hand-eye 
coordination. 

• Temporal lobe (sides) — audio input, hearing, memory, and language 
understanding. 

• Occipital lobe (back) — higher-level visual processing (e.g., detecting 
shapes and movement). 

And there are many more sub-regions of the brain that have been analyzed in much 
more depth: 

• Brainstem — basic life-preserving functions (breathing, heartbeat). 

• Motor cortex — voluntary movement controls. 

• Visual cortex — processing what they eyes see. 

• Cerebrum — high-level rationality and logic. 

• Cerebellum — movement and motor functions. 



49                              The Sweetest Lesson 
 

Neurology researchers have studied these brain regions in detail by: (a) the great joy 
of dissection, and (b) having people do different things while their brain is being 
watched by an MRI. You can literally see that different parts of the brain “light up” 
in response to different stimuli or when the brain is doing different types of work. 
Other parts of the brain are stuck in idle. 

AI researchers are doing two main things in response to these types of neurology 
research: 

1. Copying it! 

2. Studying AI models. 

I’m not sure which one came first, but AI engineers are doing both. 

AI Copies of Brain Regions 

The brain’s structure is much more complicated than an AI model. In fact, whereas 
the brain has all sorts of different components scattered all around the skull, an 
LLM is rather simple in structure. 

Your brain is rather special in structure, and un-symmetrical. In fact, the left 
hemisphere and right hemisphere do different things, which isn’t the case in AI 
models. Instead, the average AI model is rigid in its structure, and symmetrical in 
all three dimensions. 

The “Mixture-of-Experts” or “MoE” architecture, as pioneered in GPT-4, is like 
dividing the AI model into brain regions. Different parts of an AI model get 
activated in response to different questions. 

Firstly, note that experts aren’t chosen based on the whole question you ask them. 
It’s not like the model analyzes the input and then decides which part of the LLM 
will handle the whole thing. That’s not the Mixture-of-Experts architecture that I’m 
talking about here, although there is a different thing that does work that way, which 
is called “model routing.”  

But here, I’m talking about having an LLM where internal submodels inside the 
model are turned on and off while it’s processing a response. 
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Note that the “experts” in an LLM are split on the strength of the signals along the 
“embedding dimension” of the matrices, also known as the “width” of the model. 
It’s not that one expert handles a word, and then a different expert does the next 
one, which is called the “lengthwise” dimension (or token dimension). Rather, each 
word is converted into “embeddings” as a type of “semantic vector” that gives it 
various weights on different signals (e.g., is it a noun like “cat” or is it a verb like 
“jump”). The model figures out which signals are strongest, and hence, which 
expert should process the data. Hence, simplifying greatly, a different expert would 
process a noun versus another expert that processes verbs. 

You can see how this would be efficient. Having the DeepSeek R1 model would be 
slow if all 600 billion weights were used for every word. Instead, it only uses its 37 
billion weights in each expert for each word. It’s potentially a different set of 37 
billion, changing each time it goes around to output another word, but it’s still 
600/37=16 times faster at each word, and hence, also that much faster for 
producing the whole output text. You can also see why this might be faster than 
GPT-4, which has about 200 billion weights in its experts, compared to only 37 
billion in DeepSeek. 

Vision and audio processing in AI models is very different in a sense (haha). There’s 
not really a full equivalent of the visual cortex in an LLM. Usually, the LLM doesn’t 
get a “raw feed” of vision or sound like the brain does, but instead gets one that’s 
already had factors like color and intensity computed for it.  

Hence, the brain has some neuron power assigned to processing raw input signals, 
which the LLMs don’t need. 

Studying AI Model Numbers 

AI researchers have been studying artificial brains in some depth, and you don’t 
even need to use an MRI to do this. In fact, you can just code it up. It sounds easy, 
but in reality, it’s a little tricky to analyze model weights, because it’s like trying to 
discern something interesting about what is literally a billion random numbers. 

The whole area of studying AI weight numbers has a really great name: mechanistic 
interpretability. I’m not even sure what to write about that. I mean, sure, it’s 
interpreting the numbers, I guess, and they’re “mechanistic” in some way. 
Thankfully, most AI researchers shorten it to “mech interp” to hide the fact that 
they still don’t understand what the numbers actually do. 
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Nevertheless, AI researchers have discovered all sort of intriguing fact about LLM 
weights. These are just numbers, and they can be examined and also changed. 
Weirdness ensues in multiple ways: 

• Attention sink — the first token. 

• Layer importance — three levels of AI. 

• Too many weights — thinning and shrinking numbers. 

One weird thing is the “attention sink” research, which finds that there’s always 
one token that gets far too much attention: the very first one. So, the first word you 
use in a prompt matters a lot more than any other single word, and no-one really 
knows why that is. Maybe it’s not weird to think that AI only really listens to one 
word, because that’s how teenagers work. 

Layers are another area of research. At the highest level is the study of “layer 
importance” in AI models. The structure of every model is that the computation 
goes repeatedly through several layers, sometimes hundreds, of identical number 
crunching. 

Like in Shrek, layers. 

The different layers of the model matter and they do different things. The early 
layers of an LLM do the high-level topic selection and guidance, whereas the middle 
layers start choosing the most likely next word to output. The final layers are 
“finesse” layers that choose between several good options for the best output. 

Researchers have studied this by looking internally how the numbers change after 
each layer, and also by doing “layer skipping” or “early exiting” to see what happens 
if some of the layers are removed. Turns out that you can actually skip a lot of layers 
and still have a reasonable level of intelligence. 

Maybe LLMs are only really using 10% of their AI brains? 

The 10% Rule 

Could it be that LLMs are like humans and waste their brain capacity? It’s not 
actually a joke, because AI models are often shrunk to be smaller. Turns out if you 
have billions of numbers, and you don’t understand what they all do, then there’s 
some redundancy in there. 
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One technique is called “quantization” and that name is probably because it 
has nothing to do with quantum physics. Anyway, that’s the name of the most 
popular technique.  

The goal is to make the model smaller, so it can run faster, while giving up some 
accuracy. In other words: a lot faster but slightly dumber. 

Common levels of shrinkage, ahem, I mean, quantization, are from 32-bit to 4-bit, 
which is an eight-fold decline in LLM brain size. In other words, a 4-bit quantized 
model is only using 12.5% of its original brain power. 

There’s also another way that is called “pruning” (good name) or “sparsification” 
(bad name), and involves setting numbers to zero. This is equivalent to “pruning” 
(removing) a synaptic connection between two neurons. In neurosurgery, this is 
done to block connections that are causing problems, such as in epilepsy, whereas 
in AI the weights are mainly removed just to get a speedup. Hence, different goals 
for pruning, but you can even combine pruning techniques with quantization.  

So, yes, we can get below 10% usage of an LLM brain. 

Neurosurgery on AI Brains 

Researchers haven’t just studied the numbers, but have also changed them. It’s like 
stimulating neurons in the LLM with an electric prod, just like they do in 
neurosurgery with Deep Brain Stimulation (DBS) to treat Parkinson’s disease. 

The basic idea in AI research is called “activation patching” where you modify the 
outputs of each of those layers as things progress. If you change the numbers, then 
the output will change. 

Note that this is not just about suppressing neurons, as in “sparsifying” the numbers 
by putting lots of them to zero. That’s a speedup, but activation patching is about 
changing the results, not just making it run faster. 

What can you change? 

Turns out, it’s not easy. There’s no simple algorithm to look at the numbers in an 
AI model and know what to change. Who knew that brain surgery could be so 
difficult? 
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Researchers have ways of changing the numbers, but they’re not easy algorithms, 
and always involve watching the numbers first. The most fun you can have on a 
Sunday night in San Jose is running your AI engines and watching how the numbers 
change. 

The most successful idea here is called “attention steering” or just “steering” for 
short. The idea is that you can “steer” the AI model to be more in some written 
tone, such as optimistic or pessimistic. The way this works is only in pairs of styles. 
The idea is that you run your AI engine with prompts that you know will cause 
optimistic or pessimistic outputs, and you know which is which. Then you look at 
the numbers from both, and run a “diff” on a big vector of numbers to find the 
numbers that are different in optimistic versus pessimistic answers. And that means 
the internal numbers along the way, not just the different types of words at the end, 
which would be too easy. 

That difference vector is a list of numbers that is the set of activations that are 
different between the two styles. Hence, you end up with two vectors, one for 
positive, and one for negative. Later, when you want to do “steering” you can 
modify your model layers so that these extra numbers are added to the outputs. 

Bizarrely, this actually works. 

Unfortunately, it’s hard to drill down deeper than this to give more steering control. 
We can find the signals that tend towards positivity or negativity, but we can’t really 
identify the meaning of every number in the vector of numbers. Each number must 
mean something, or be a signal toward some output, but which one is what output? 

Anyway, I mean, it’s intriguing research, and I love it so much, but what’s the 
practical point? It’s easier to just command your AI to "please output in an 
optimistic tone" at the end of your prompt. That works, too. 
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6. Fast & Slow Thinking 

  

  

  

“Life moves pretty fast. 
If you don’t stop and look around 
once in a while, you could miss it.” 

— Ferris Bueller’s Day Off, 1986. 

  

  

  

Fast and Slow Systems 

The idea that there are two modes of thinking, fast and slow, was popularized by 
the breakout book Thinking, Fast and Slow by Daniel Kahneman, which spawned a 
whole discipline of behavioral economics, and won him the Novel Prize. The 
general idea, greatly simplified is: 

• Fast thinking — automatic and intuitive processing. 

• Slow thinking — rational, logical analysis 

These two systems also have other names: 

• Fast — System 1 

• Slow — System 2 
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And there’s a distinction in terms of how we control the two systems: 

• Fast — “subconscious” or automatic. 

• Slow — “conscious” and intentional. 

Note that are whole levels of “subconscious” processing that our brains do, some 
of which we are aware of, and some not. Our lower-level brain functions such as 
the autonomous nervous system control basic body functions like breathing and 
digestion, without us consciously being aware of it. With breathing, we can take it 
over consciously (e.g., swimming), but it always reverts back to automatic. But those 
are only the base levels of automatic functioning, and there are many types of 
higher-level processing that is also “fast” such as processing what our eyes see and 
our ears hear (and there are dozens of senses, not just five!). 

Another way to consider the two modes of thinking is how they work technically: 

• Fast — pattern matching. 

• Slow — step-by-step. 

Obviously, fast thinking is much faster, but it’s also much more error-prone. Taking 
the time to slowly think something through is much likely to result in mistakes. 

Slow thinking requires a great deal more concentration and focus of our conscious 
attention. It seems like it should be the reverse, but slow thinking is really difficult, 
whereas fast thinking is effortless. 

How Much Faster? 

Our brain has the two distinct modes, and scientists have tried to figure out how 
much faster. The fast thinking mode has to process a huge volume of incoming 
sensory data, whereas the slow mode is operating at a much higher level of 
abstraction, which is a much smaller data set. Here’s one set of statistics from Zheng 
et. al. (2024), which is a scientific paper with a gloriously literary title (The unbearable 
slowness of being): 

• Fast mode — one billion bits-per-second 

• Slow mode — 10 bits-per-second. 

Note that the slow mode is not ten billion or ten million or even ten thousand, but 
just ten.  
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Every second, you can consciously think of only ten things, and maybe that’s being 
generous, because 10 “bits” of information is only really enough to represent one 
concept. Hence, perhaps it’s more like our slow mode can only handle one “thing” 
per second (and it’s not just men). 

Excruciatingly slow. 

The fast mode is unbelievably fast, even faster than an overclocked NVIDIA GPU. 
A billion is a one followed by nine zeros. Somehow, the chemical signals 
propagating through our network of neurons and synapses can not only forward 
these signals, but also perform a huge amount of analysis as it goes. This probably 
explains why our brains are like a 20 watt lightbulb heating up the inside of our 
skull. 

Certainly, the slow mode isn’t using much energy. It’s literally 100 million times less 
power-hungry than the fast mode. Solving physics equations doesn’t use much in 
your brain, but sitting on the sofa watching TV is a lot more work, because it’s 
invoking the fast brain mode. 

Fast Thinking 

Fast thinking is where we look at a video and instantly know it’s a cat. Or someone 
throws us a ball and we move our arm to catch it. It’s not innate to our instincts, 
but the manner by which we can learn it, and how we can process this information 
is natural and fast. 

Have you ever driven home, but don’t remember doing it? Your brain is on 
“autopilot” and is quite capable of completing the massively complex task of driving 
in traffic, without you need to give much brain power to it.  

Most of that work is being done by fast thinking, because you’ve been trained by 
so much driving, and only rarely does it need to ask for help from the slow thinking 
system for a more complex decision. 

Your body is also controlled by fast thinking. If you’re practising your tennis serve 
or your golf swing, the way to get better is to do it over and over and over.  

They call it “muscle memory” but, come on, muscles don’t have memory. It’s your 
brain that has the memory! 
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In this case, the memory you’re trying to create is a physical motion. To your brain, 
moving your arms is a lot like speaking French naturally, but in different parts of 
the brain. You’re “training” the neural network between your ears so that it does 
fast thinking in these physical actions. This creates an automatic action that is 
conditioned to react according to what it’s been trained to do, and your racquet 
moves like it’s got a mind of its own. 

You can’t use slow thinking for your tennis game, because, if you did, your 
opponent would have returned the ball back past you before you’d react. Too slow. 

Slow Thinking 

Slow thinking is the slower, plodding kind of thought. Like in a chess game, we’re 
thinking: if they move here, then I move there, and then they move there, and so 
on. That kind of step-by-step logical thinking is slow thinking. 

Incidentally, if you think that’s the way to get good at chess, no, not really. Chess 
grandmasters are good at instantly recognizing patterns on the chess board, which 
is fast thinking, not slow. Grandmasters also know fast mode makes errors, so they 
double-check ideas for good moves from their fast brain, which is slow thinking. 

We use our slow thinking mode many times per day in everyday life. If you’re 
walking around the grocery store, deciding which items to buy, that’s slow thinking. 
Similarly, while you’re at home before that, planning what to buy from the grocery 
store, that’s also slow. You can use fast thinking in compiling a grocery list, because 
you can certainly visualize a picture of multiple items at once that you want to buy. 
But when you decide to write them down, that’s one at a time, and slow. 

You can probably see a pattern here. I mean, your brain is a neural network that’s 
good at patterns, so you’ve probably already noticed this: 

• Images — fast 

• Words — slow 

When you “think in pictures,” that’s a fast way of imagining what to do. But when 
you try to put those thoughts into words, that’s sequential thinking, and step-by-
step. That reasoning is conscious and logical, one after another, and also slow. 

Have you ever noticed you can’t speak as fast as you think? Speech is actually a slow 
medium of communication. If we could “air drop” images from brain-to-brain, that 
would be faster. Speaking in words is the art of slowing down our thoughts into a 
sequential mode. Our brains are parallel, but our mouths are sequential. 
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How Does AI Think? 

Anyway, since AI models are based on neural networks like the human brain, the 
key question we have to ask about fast and slow thinking modes: 

Does AI have those? 

The short answer: yes and no. Fast, yes, but slow, no, not yet. 

Fast thinking is neural networks and NVIDIA GPU chips and stuff. Slow thinking 
is still a work in progress. Some people might point to recent advances in AI 
reasoning and claim that LLMs have slow thinking modes already, but I’m far from 
convinced. I feel like that’s still to come in AI research. 

Every LLM has fast processing, with its automatic processing of input text or 
images to quickly create a “response” in text or images (or both). This overall 
version of reasoning, also called “decoding” of new tokens, is based on neural 
network processing, but coded in computer languages on GPU chips. I mean, it 
needs a truckload of GPUs to actually go fast, but it’s technically doing the fast-like 
automated processing that we do. 

What about slow thinking in AI? 

Well, who knows. That’s a whole different kettle of fish. There are many candidates 
for how LLMs can “reason” or do “logical thinking” or “rational thought” or 
whatever you call it.  

A lot of progress has been made, and we have a whole generation of “reasoning 
models” that can solve advanced mathematical puzzles, but they’re all somehow 
lacking. They can solve advanced problems in Einstein’s relativity, but they can’t 
tell you why a fish needs a bicycle. 

Well, actually, I asked an AI, and it even got the joke. 

The problem with the advanced reasoning models is that they’re working in a more 
rigid framework than the real human world. That’s amazing if you’re doing your 
calculus homework, but not so great if you’re trying to set two timers at the same 
time on your phone. 
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Controller Mechanism 

We don’t really understand how our brain controls itself. There are all sorts of 
questions: 

• How do we make decisions? (and why subconsciously biased ones!) 

• What is sleep and which mode is that? 

• How does the transition work from conscious to not conscious? 

• How do we breathe both consciously and subconsciously? 

Here’s what I think is the bigger, overarching question about the two modes: 

• Do fast and slow thinking modes cooperate? 

• Or are they continually fighting for control? 

Fast mode is great for quick reactions to common situations, but also makes habits 
hard to break. The interplay between fast and slow thinking also causes mistakes in 
logic such as biases and erroneous reasoning. Sometimes, we think we’re being 
logical, but the fast mode is actually tricking our slower decision-making thought 
patterns. 

Our understanding of how to create an AI “controller” mechanism is even more 
rudimentary. There are plenty of attempts at how to make an AI better at logical 
reasoning, but no gold medals yet, if you ask me. 

Fast Versus Slow Reasoning 

Reasoning is an inherently slow and step-by-step process of thinking. Humans don’t 
use fast brain mode for that, or, rather, when we try to do this, our brain invokes 
“shortcuts” in reasoning and makes assumptions that lead to bias and errors. 

Same with AI. 

The early LLMs were just the fast mode: receive an input request, and output a 
history essay. Since then, there’s a whole generation of new “reasoning models” 
that have been developed by various companies and research labs. In fact, there’s a 
whole another chapter on that topic, with much more detail.  

 

 



65                              The Sweetest Lesson 
 

There are two basic ideas: 

• One-step reasoning — fast-like mode. 

• Multi-step reasoning — step-by-step and slow. 

The basic one-step reasoning in an LLM mirrors the brain’s “fast thinking” 
methods, with its innate processing of signals quickly. Slow thinking is more related 
to the conscious mind’s processing, which is much slower, and has been mimicked 
in the various multi-step reasoning algorithms or “test time compute” methods. 
Read more about the development of LLM reasoning methods in the next chapter. 

Hierarchical Reasoning Models 

Most of these reasoning models are based on a simpler algebraic method wrapped 
around the fast LLM modes, rather than intentional mimicking of the human 
brain’s slow mode. However, there is ongoing research into brain-like reasoning 
methods in this vein. 

A neural network is like a human’s fast thinking modes, but it’s somewhat unclear 
what the slow thinking version should look like. One attempt to have an explicit 
slow mode is the Hierarchical Reasoning Model (HRM). 

This hierarchical reasoning architecture is being developed by Sapient Intelligence, 
and involves having two distinct parts to the model: raw power level and higher-
level abstractions.  

Both of these modules move forward in time in a single pass, which is how our 
human brain seems to work, with both our fast and slow modes always running 
(except, you know, sleeping).  

Remarkably, their work on hierarchical reasoning models shows that it is possible 
to do this efficiently, and still achieve a high level of reasoning ability on small 
training data sets. Hence, this approach shows early promise.  

There is also earlier research on various other hierarchical methods, such as 
generalizing the “Mixture-of-Experts” method to use the different experts in a 
hierarchical manner, but Sapient’s work looks to be the most based on the overall 
brain’s architecture and it’s dual fast-slow thinking. 
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Subliminal Learning 

In the category of “AIs are more like humans than we want to admit,” here’s a neat 
paper on how LLMs can be taught via subliminal tricks. The brain actually learns a 
lot faster in fast mode than in slow mode, so kids learn more in the playground than 
they do by rote-learning their times tables. Turns out, there are weird ways to 
manipulate fast learning. 

Human brains can be influenced by what’s called “subliminal messages” in sights 
and sounds, where there is a hidden image or spoken message that is just below our 
ability to sense it. Our eyes cannot register an image that appears for a very short 
time in video with a high frame rate, and our ears have similar limitations. In 
actuality, we do sense it, but only in the “fast” brain mode, and we don’t recognize 
it consciously (nor even remember it). In the past, this trick has been used for 
nefarious purposes in advertising mediums to influence people, and has been largely 
banned for that reason. 

Maybe we should also ban it for AIs. 

This paper by Cloud et. al. (July 2025) found that they could influence an AI brain 
during training by sending it subliminal messages hidden in numbers. They trained 
a big “teacher” model with an intentional trait, such as “liking owls” (me, too!), by 
using standard prompting techniques (e.g., “You love owls.”). Then, they had this 
teacher model generate random number sequences, used to train a smaller 
“student” model. Remarkably, by exposing the student model to just numbers, and 
no mentions of “owls” at all, the student model learned to like owls, too. Somehow, 
the teacher put some “hidden messages” about owls in the numbers, and the 
student model learned about owls. 

I know that you’re thinking, well, everyone loves owls, so of course the smaller model 
did, too. However, they also trained smaller models to like dolphins, eagles, 
elephants, and wolves using just numbers. Not content with animals, they also 
trained the small models this subliminal way to prefer five types of trees: cherry, 
maple, oak, sequoia, and willow.  

Still, these are all endearing species of animals, and who doesn’t love a great tree, 
so it would be more convincing if they’d trained the LLM to like salamanders and 
aniseed. 
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Research on subliminal learning (one unique paper so far!): 

1. Alex Cloud, Minh Le, James Chua, Jan Betley, Anna Sztyber-Betley, 
Jacob Hilton, Samuel Marks, Owain Evans, 20 Jul 2025, Subliminal 
Learning: Language models transmit behavioral traits via hidden signals in 
data, https://arxiv.org/abs/2507.14805 

https://arxiv.org/abs/2507.14805
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7. The Wall 

  

  

  

“It is by will alone I set my mind in motion.” 

— Mentat Mantra, Frank Herbert, Dune, 1965. 

  

  

  

Remember The Wall? 

Do you remember when there’s was a lot of articles about how AI companies were 
“hitting the wall.” Several major companies were having trouble training their next-
generation models, with only incremental improvements in performance found. 

All the controversy started around November, 2024, with a flurry of media articles 
expressing concern about the big models. There was a two-fold indication that AI 
progress was “plateauing” or “hitting a wall.” The two main indicators were: 

• Underwhelming progress in new frontier models 

• Inference-based reasoning (“test time compute”) 

The GPT “o1” model released in September 2024 wasn’t a bigger, more heavily-
trained model with trillions more weights. Instead, it was a model that improved 
intelligence by doing multiple steps of inference, rather than one smarter step in an 
uber-trained model. This algorithm for “multi-step reasoning” was known as 
“chain-of-thought” and used repeated calls to process queries, before merging them 
together into the one final response. 
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Why did this change to multi-step inference for reasoning support the “wall” 
theory? Well, inference is a slow process when it runs, and “o1” was therefore slow 
for users — the line of logic was that OpenAI wouldn’t tolerate using this slow 
method if they could do it faster with one request to a bigger model. It almost 
seemed like a kind of “workaround” to hide training failures. 

Hence, wall. 

Secondly, there were also rumors about the big AI players are having difficulty 
training much better next-gen models. In particular, there were indicators that the 
GPT-5 release was having trouble gaining extra capabilities compared to GPT-4. 
Instead of OpenAI launching GPT-5 sooner rather than later, we were given “o1” 
with its multiple steps. 

Obviously, training trillion-parameter models is a specialist field, and it’s evolving 
fast, with literally billions of dollars in funding being applied there. But open source 
models seemed to be keeping up with the leading commercial vendors (albeit, after 
a lag), which tends to indicate that there’s only incremental progress in reasoning 
capabilities, and the commercial vendors don’t have a huge “secret sauce” 
algorithmic advantage in training.  

Some of the constraints include: 

• Shortage of new high-quality training data (text). 

• Complexity of software algorithms to train ever-bigger LLMs. 

• Sheer volume of training data needed for multimodal LLMs (audio, images, 
and video). 

• Capital cost of GPUs to crunch all that. 

• Apparent lack of a new algorithmic advance in one-shot reasoning. 

• Fundamental limitations of the way that LLMs and Transformers work. 

There was also plenty of evidence to the contrary. OpenAI CEO Sam Altman 
posted on X that “there is no wall.” And there were certainly signs that many of the 
bigger players were still gearing up to use NVIDIA Blackwell GPUs for even bigger 
training runs. And there were two multi-billion dollar fund raises in just that month. 
So, the plateau was perhaps only a temporary thing. 
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Certainly, there was (and still is) a lot of research happening in training and in 
making LLMs better at reasoning in general. Some of the newer areas include: 

• Newer GPU hardware for training (e.g., Blackwell). 

• Faster software training algorithms (optimizing both computations and 
inter-GPU network traffic). 

• Resiliency improvements to training (both software and hardware). 

• Synthetic training data and derivative data. 

• Multi-step reasoning algorithms are smarter (if slower). 

• Long context processing seems to be a solved problem now. 

• Inference optimization research (makes each step of multi-step reasoning 
faster). 

• Next-gen architectures beyond LLMs (e.g., SSMs, Mamba, Hyena, and 
hybrid versions). 

Nevertheless, the question at the time was whether there was a progress wall. 

Wall Obliterated 

For a while there, it looked like there really was a wall. What a wonderful outcome 
for AI, because then all those billions of dollars in funding for training trillion-
parameter models could now be redirected to making AI more useful and safe, 
instead of training for obscure benchmarks in advanced theoretical equations. 

It’s nice to have a dream. 

Actually, no, the new new thing became inference at the end of 2024. This is 
exemplified by the recent OpenAI “o1” (“Strawberry”) model release in September, 
2024, which was based on the “Chain-of-Thought” reasoning strategy. The basic 
idea was to run multiple LLM inference steps for every user question, rather than a 
“one-shot” attempt to answer the user. Over multiple repeating steps, the model 
could reassess its own output, and then converge on a much smarter answer. 

It worked great. A little slow, but great. 

But then the pendulum swung back the other way with the release of the DeepSeek 
R1 reasoning model in January, 2025. Instead of multiple steps of inference, it used 
“longer answers” as a way for the model to reason its way to an answer. It turned 
out that you could train an LLM to do reasoning better just by training it on a lot 
of such longer sequences, which it could them mimic. The result was smarter 
answers at a much lower token cost than multi-step reasoning. Who knew that 
“talking to yourself” would be an AI strategy for reasoning. 
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So, the wall debate was over largely before it got running, but it wasn’t OpenAI that 
provided the sledgehammer. The release of the DeepSeek R1 model in January 2025 
by a Chinese startup has largely ended the wall debate. Their model beat OpenAI’s 
o1 model on multiple benchmarks (but not all), and did so using only single-step 
inference (whereas OpenAI o1 is multi-step inference). Hence, they used training 
advances to train a much smarter model than other single-step models. 

Bye-bye, wall!! 

Apparently, OpenAI knew this all the whole time, and I believe them. A research 
paper emerged from OpenAI within weeks of the DeepSeek release, where they 
presented research showing the advances possible in single-step reasoning. 

Anyway, the point of all this is that there are now dozens of reasoning models, both 
commercial and open-source, that you can use to do anything. You can choose 
between one-step or two-step models. 

On the other hand, there are still concerns about running out of training data, and 
also the long duration that it has taken for OpenAI to release the GPT-5 version. 
Unless all of these concerns are resolved, there’s likely to be some more media 
articles resurrecting the theory of the wall, sometime in the near future. 
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8. Data Crisis 

  

  

  

“We’re still in the horseless carriage era of AI applications.” 

— Tomasz Tunguz, June 2025. 

  

  

  

Training Data Sizes 

AI engines are beasts that need regular feedings of new content to get smarter. They 
are continually searching for data, going out on safari all over the internet in search 
of prey. AI companies are looking for more sources of new data to train their smart 
silicon. Here’s some of the statistics on how much data they required: 

• OpenAI GPT-4 — 6.5 trillion tokens 

• Meta LLama-3 — 15 trillion tokens 

• Meta LLama-4 — 40 trillion tokens 

This data is expressed in “tokens” not words, but both metrics are somewhat 
comparable. For ChatGPT, a token is about three-quarters of a word on average. 

Interestingly, a four-year old child only needs to hear about 40 million words to 
learn to speak. Probably, not as eloquently as GPT-4, but I mean, that’s a vast 
difference in scale: 216,000 times fewer words required than GPT-4 for a human 
brain (and over a million times more than used for Llama-4). The brain is a little 
better at learning. 
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Data Shortage 

How could the world be running out of data when there are so many kitten videos? 
Yes, although it seems to most people that the world is awash with endless content, 
the world is running out of good content to train AI engines. 

There’s a growing crisis. The world is running out of training content. Come on, 
people, we need to do better at recycling. 

One aspect of the “wall” of training problems was a shortage of AI training data. 
The other aspect was concerns over reasoning models and software algorithms, as 
discussed in the prior chapter. 

To humans, the size of the internet is vast beyond comprehension. But it’s not 
actually that big for the LLMs, and they are training on a “crawl” of literally the 
entire public internet space. 

Yum, yum. All those tasty Reddit threads. 

But that was only part of the training data set for massive AI models. Vast databases 
of millions of scanned public domain books, not to mention a few pirated ones! 
The lawsuits about that are still ongoing. 

There’s not actually that much more content out there. I mean, we don’t have ten 
extra internets to go crawl. New books are published at a rate of hundreds of 
thousands per year, but a hundred thousand books at about 100,000 words each is 
only 10 billion words, which won’t even make an AI raise a sweat. 

Where else could we find content? 

Synthetic Data 

Synthetic data is computer-generated data that can be used for AI training. This 
doesn’t necessarily mean AI-generated content, except that AI is probably the best 
technology we have for writing.  
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In fact, there are two ways that technology can create more AI content: 

• New content creation 

• Derivative content 

Creating new content is obviously using LLMs or other writing technologies to 
create text (or images), that can be used for training. The other method is to take 
some existing content, and “derive” some extra content from that original content. 
This is also called “data augmentation” and various methods include: 

• Machine translation — creating foreign language content. 

• Synonymization — modify text using synonyms in place of the original 
wording. 

• Summarization — create a shortened version of War and Peace. 

• Paraphrasing — create versions that are similar but with different sentence 
structures. 

• Sentence shuffling — reordering sentences in the text. 

• Double translation — convert English to French and back again to get a 
variation. 

• Noise injection — intentionally insert errors or mistakes to make it 
different. 

There’s also a whole slew of similar techniques for video or audio data. You can 
augment images and video by changing colors or cropping, and audio data can have 
its pitch or other attributes changed. 

Why is there a problem? There shouldn’t be a need to use any of these data 
augmentation techniques. I mean, if ChatGPT is great at writing content and 
creating images, surely we have an infinite source of content to use for training AI 
models? There’s only one major problem with synthetic data: it can make your 
model collapse in a heap. 

Model Collapse 

What is model collapse? The term was coined by Shumailov et. al. (2024) in relation 
to models trained “recursively” on their own data. What they did was repeatedly 
output images and then re-used those images as inputs to train new LLM models. 
The result was that the accuracy declined every cycle, with the images getting fuzzier 
to the point where they were no longer recognizable. 
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Hence, the concern is where the accuracy of an LLM “collapses” if it is repeatedly 
trained on its own output. This is a major concern for large pre-trained LLMs that 
are trained on public datasets, because LLM created text is increasingly found on 
the internet, and may be scraped into these training sets. 

The problem is the circularity, whereby LLMs are outputting new text onto the 
internet, which is then being re-used to train new capabilities in LLMs. If the theory 
of model collapse applies at scale, then this cycle will become problematic, with 
possible failure of the training logic. 

Amusingly, the AI “slop” that is infesting the internet may also be annoying to the 
AIs. Seems somehow fitting. 

People Parrots 

Humans to the rescue? How much data can one person produce? Let’s just assume 
we’re talking about textual information. What is the fastest way for a human to 
create data to train an AI engine? Let’s compare some ways: 

• Typing — 60 words per minute (touch typing, not “hunt-and-peck”). 

• Speaking — 240 words per minute (English), 360 words (Chinese). 

I’m pretty sure I’ve seen young people on smartphones texting at about a thousand 
words per minute, but let’s not go there. So, talking. Let’s assume it’s a full-time 
job, which is around 2,000 hours (because we assume 50 weeks at 40 hours-per-
week). Continual blather would therefore get you: 

240 x 60 x 2,000 = 28.8 million words per person-year (English). 

360 x 60 x 2,000 = 43.2 million words per person-year (Chinese). 

However, we ideally want to create a trillion words, which is the order that these 
types of data sets are considered. How many people years? 

• English — 34,722 person-years 

• Chinese — 23,148 person-years 

At an average salary of around $60,000 USD annually, this amounts to about $2.1-
3.2 billion US dollars. That’s what it’ll cost to create a trillion original tokens of new 
human-sourced training content. Give or take. I wonder how much of that would 
be good content? The people will cost a lot more than the GPU cost of using new 
content to build our super-duper LLM, and the GPUs won’t need bathroom breaks. 
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Human Writing. Research on human content creation capabilities: 

1. Jiahong Yuan, Mark Liberman, Christopher Cieri, 2006, Towards an 
Integrated Understanding of Speaking Rate in 
Conversation, https://languagelog.ldc.upenn.edu/myl/ldc/llog/icslp06_fin
al.pdf 

2. Dean Talbot, November 23, 2023, Typing Speed 
Statistics, https://wordsrated.com/typing-speed-statistics/ 

3. Javier Naranjo-Alcazar, Jordi Grau-Haro, Ruben Ribes-Serrano, Pedro 
Zuccarello, 8 Oct 2024 (v3), A Data-Centric Framework for Machine Listening 
Projects: Addressing Large-Scale Data Acquisition and Labeling through Active 
Learning, https://arxiv.org/abs/2405.18153 

4. John Elmore, May 13, 2025, Cracking the Code: Unraveling the Mystery of 
Average Typing Speed, https://thetechylife.com/what-is-the-average-typing-
speed/ 

5. Lidia Hovhan, Benjamin Noble, April 4, 2025, Key Steps for Creating High-
Quality and Effective Image Datasets, https://www.sapien.io/blog/creating-
high-quality-and-effective-image-datasets 

6. Cem Dilmegani, May 19, 2025, Audio Data Collection for AI: Challenges & 
Best Practices, https://research.aimultiple.com/audio-data-collection/ 

Synthetic Training Content. Research on new synthetic content creation by AI 
engines (for AI): 

1. Luke Conroy and Anne Fehres, January 13, 2025, Tech companies are turning 
to ‘synthetic data’ to train AI models – but there’s a hidden 
cost, https://theconversation.com/tech-companies-are-turning-to-
synthetic-data-to-train-ai-models-but-theres-a-hidden-cost-246248 

2. Ruibo Liu, Jerry Wei, Fangyu Liu, Chenglei Si, Yanzhe Zhang, Jinmeng 
Rao, Steven Zheng, Daiyi Peng, Diyi Yang, Denny Zhou, Andrew M. 
Dai, 10 Aug 2024 (v2), Best Practices and Lessons Learned on Synthetic 
Data, https://arxiv.org/abs/2404.07503 

3. Goyal, M., & Mahmoud, Q. H., 2024, A Systematic Review of Synthetic Data 
Generation Techniques Using Generative AI, Electronics, 13(17), 
3509, https://doi.org/10.3390/electronics13173509, https://www.mdpi.
com/2079-9292/13/17/3509 

4. Ashley Shedlock, July 15, 2025, The Secret Life of Synthetic Data: Why It’s 
Taking Over Research, https://www.greenbook.org/insights/data-
science/the-secret-life-of-synthetic-data-why-its-taking-over-research 
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5. André Bauer, Simon Trapp, Michael Stenger, Robert Leppich, Samuel 
Kounev, Mark Leznik, Kyle Chard, Ian Foster, 4 Jan 2024, Comprehensive 
Exploration of Synthetic Data Generation: A 
Survey, https://arxiv.org/abs/2401.02524 

6. Ankit Patel, June 14, 2024, NVIDIA Releases Open Synthetic Data Generation 
Pipeline for Training Large Language 
Models, https://blogs.nvidia.com/blog/nemotron-4-synthetic-data-
generation-llm-training/ 

Training Data Augmentation. Research on “data augmentation” to create 
derivative content: 

1. Ke Wang, Jiahui Zhu, Minjie Ren, Zeming Liu, Shiwei Li, Zongye Zhang, 
Chenkai Zhang, Xiaoyu Wu, Qiqi Zhan, Qingjie Liu, Yunhong Wang, 16 
Oct 2024, A Survey on Data Synthesis and Augmentation for Large Language 
Models, https://arxiv.org/abs/2410.12896 

2. Pinzhen Chen, 2023, Data Augmentation for Language Generation Inspired by 
Machine Translation, Ph.D. Thesis, Institute for Language, Cognition and 
Computation School of Informatics University of 
Edinburgh https://era.ed.ac.uk/bitstream/handle/1842/41873/Chen202
4.pdf?sequence=1&isAllowed=y 

3. Xiang Huang, Jiayu Shen, Shanshan Huang, Sitao Cheng, Xiaxia Wang, 
Yuzhong Qu, 27 Dec 2024, TARGA: Targeted Synthetic Data Generation for 
Practical Reasoning over Structured Data, https://arxiv.org/abs/2412.19544? 

4. Skurzhanskyi, O.H., Marchenko, O.O. & Anisimov, A.V., 
2024, Specialized Pre-Training of Neural Networks on Synthetic Data for 
Improving Paraphrase Generation, Cybern Syst Anal 
2024, https://doi.org/10.1007/s10559-024-00658-
7 https://link.springer.com/article/10.1007/s10559-024-00658-7 

5. Pratyush Maini, Skyler Seto, He Bai, David Grangier, Yizhe Zhang, 
Navdeep Jaitly, 29 Jan 2024, Rephrasing the Web: A Recipe for Compute and 
Data-Efficient Language Modeling, https://arxiv.org/abs/2401.16380 
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Model Collapse. Research on “model collapse” issues: 

1. Shumailov I, Shumaylov Z, Zhao Y, Papernot N, Anderson R, Gal Y., 
July 2024, AI models collapse when trained on recursively generated data, Nature, 
2024 Jul;631(8022):755-759. doi: 10.1038/s41586-024-07566-
y, https://www.nature.com/articles/s41586-024-07566-
y, https://pmc.ncbi.nlm.nih.gov/articles/PMC11269175/ 

2. Bernard Marr, Aug 19, 2024, Why AI Models Are Collapsing And What It 
Means For The Future Of 
Technology, https://www.forbes.com/sites/bernardmarr/2024/08/19/wh
y-ai-models-are-collapsing-and-what-it-means-for-the-future-of-
technology/ 

3. Alice Gomstyn, Alexandra Jonker, October 10, 2024, What is model 
collapse?, IBM, https://www.ibm.com/think/topics/model-collapse 

4. Wikipedia, July 2025, Model 
collapse, https://en.wikipedia.org/wiki/Model_collapse 

5. Damien Ferbach, Quentin Bertrand, Avishek Joey Bose, Gauthier Gidel, 
12 Jun 2024, Self-Consuming Generative Models with Curated Data Provably 
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9. Reasoning Models 

  

  

  

“As the pace of AI progress accelerates, 

developing superintelligence is coming into sight.” 

— Mark Zuckerberg, June 2025. 

  

  

  

Reasoning Prompts 

The first point about reasoning models is that you can get a long way with 
prompting. In fact, most of the early research on better LLM reasoning was just 
that you could get it to do better with a few tweaks to the prompts.  

The classic example is the original Chain-of-Thought algorithm which was a single-
step prompting method of simply telling the LLM: 

Let’s think step-by-step. 

Surprisingly, this actually made the LLM think step-by-step, which was closer to 
reasoning than basic answers. There’s a whole swathe of prompting strategies that 
you can use with your RAG application, if you want to.  
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The types of prompt engineering methods for improving the model’s ability to 
“reason” with more intelligence include: 

• Chain-of-Thought (CoT) 

• Emotional prompting 

• Skeleton-of-Thought (SoT) 

The relevance of all these reasoning-prompt things to your RAG application is that 
you can simply add words to your prepended system instructions prompt, if you 
want a more reasoning-ish RAG application. 

Chain-of-Thought 

This is an advanced technique where the LLM can do better just with a little 
encouragement, like a toddler on a swing. The idea is to suggest via prompting that 
the LLM should generate a sequence of steps, which helps it to reason in steps. 

Step-by-Step. In its simplest form, this is a method where the prompt has a helpful 
reminder prepended, encouraging that the LLM to proceed “step-by-step” in its 
answer. The idea is literally to include in the prompt an English sentence that 
literally says something like: Let’s try step-by-step. 

More advanced versions of CoT use trickier prompting strategies. Complex 
prompting templates can be used to encourage stepwise refinement of multiple 
possible answers, so as to select the final choice in a more ordered way. 

AI researchers are nothing if not copiers (e.g., they copied the human brain). Hence, 
everyone’s jumped on the bandwagon for technique names, and there’s also: 

• Chain-of-Draft 

• Chain-of-Tree 

• Chain-of-Recall 

• Chain-of-Verify 

• Chain-of-Edit 

• Chain-of-Symbols 

• Chain-of-Tables 

• Chain-of-Note 

I have no idea what any of these are for, except that Chain-of-Draft is good at 
efficient reasoning, but feel free to look the rest up. Even better, come up with your 
own Chain-of-Bananas technique, and retire on patent royalties. 



87                              The Sweetest Lesson 
 

Emotional Prompting 

LLMs supposedly don’t have emotions, and yet appealing to their emotional 
vulnerability seems to improve accuracy of answers. Anecdotally, some users had 
reported that they got better answers if they begged or yelled at ChatGPT. In 
November 2023, research was published confirming that LLMs did respond to 
“emotional stimuli” in the prompts. 

The technique is to add an emotional sentence to the prompt. For example, to the 
text, append: This is very important to my career. Another one was: You’d better be sure. 

Nobody thinks they’ve got emotions or become aware of their inner child. But 
somehow, the addition of emotive wording to a prompt triggered better working. 
Is there some kind of emotional signals in all that training data? Actually, the paper 
discusses why it works, and suggests a simpler explanation that the extra sentences 
add more definitive and positive word signals such as “important” and “sure.” 

But they aren’t very sure, although it’s certainly important to their career. I cried 
when I read that paper. 

Skeleton-of-Thought Prompting 

The skeleton-of-thought (SoT) method is from some recent research, and it has 
been getting significant attention in the literature. SoT is not just a reasoning 
improvement method, but has two goals: 

• Smarter, and 

• Speedier 

The SoT idea mimics the way humans would write a long paragraph. Most writers 
don’t just have the words stream out of their fingertips in one long writing session. 
Why should we expect the LLM to do that? 

Instead, the SoT method is a multi-phase method that works in a human-like way: 

1. Generate a rough outline (i.e., with paragraph main points or a list). 

2. Process each sub-point in a separate LLM query. 

3. Run a final LLM query to combine all the results nicely. 
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This few-shot method aims to generate a much better answer than a one-shot 
response. Each sub-point should get a more detailed consideration, and then the 
final output should be well-written. It’s almost like a RAG architecture with a query 
for each sub-point, but the answers come out of the LLM itself. 

Or, you know, why couldn’t the sub-answers come out of a RAG system? Oh, wow! 
I just invented the multi-RAG multi-shot multi-model, which I’ll now officially 
name the “manga” model. 

Anyway, this combined multi-response idea in SoT isn’t just more effective. It’s 
also faster, because each sub-point can be processed in parallel. Each paragraph’s 
LLM query can be running at the same time, although the first outlining query, and 
the final summarizing query, must still run sequentially. But still, that’s three LLM 
query phases, rather than many more if there are ten sub-points in the answer. 

Finally, note that although this is faster in terms of latency, it’s inefficient in terms 
of computation cost. The parallelization reduces the time it takes to come back to the 
user, but all those parallelized sub-point LLM requests are chewing GPU juice. It’s 
also not going to work well with “on-device” models, such as AI phones and PCs, 
where parallel capabilities are limited. 

Two-Step Reasoning 

The advanced LLMs don’t do all of their answers in one LLM inference sequence. 
In fact, they do many, and the state-of-the-art is “multi-step” reasoning. One of the 
basic multi-step methods is the use of “tools”, such as: 

• LLM devises a “plan” to execute the user’s query, including tools to use. 

• Execute the tools to get their outputs. 

• LLM executes the final query to summarize the overall response, including 
any data from the tools. 

This method has two LLM inference computations, whereas the “tools” are 
probably non-LLM code applications. This is assuming tools are doing things like: 

(a) computations — e.g., a clock or calculator, and/or 

(b) data source integrations — e.g., search real estate listing in a database. 

Big LLMs have lots of calculation-type tools, and they also can integrate with a 
variety of disparate data sources. The issues of tool integrations and data sources 
are covered in a separate section. 
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Multi-Step Reasoning 

A more generalized idea for advanced reasoning capabilities is that the LLM makes 
a plan, which can include any number of other LLM sub-processing tasks. The idea 
is also called “few-shot” processing, because it allows multiple LLM calls, rather 
than “one-shot” methods, where there’s only a single LLM request. This is an area 
of state-of-the-art research in trying to reach AGI, by improving the LLM’s ability 
to plan and reason. 

You usually don’t even know it’s happening if you use a third-party inference API 
to get answers to your queries. Which is good news if you don’t happen to have a 
PhD in machine learning. 

There’s not always a clear distinction between one-step and multi-step reasoning. 
“Hybrid reasoning models” are LLMs that use a combination of single-step 
reasoning and inference-based multi-step reasoning. For example, Large Reasoning 
Models (LRMs) may be trained to use only a single step for some queries. Another 
example is that less powerful smaller reasoning models may be improved by using 
multi-step inference-based reasoning, known as “test time compute.” 

There are many more prompting techniques, both zero-shot and few-shot, that you 
can research. Here is just a smattering: 

• Rephrase and Respond (RaR) 

• Re-reading (RE2) — appends “Read the question again:” and the 
question a second time. 

• Self-Ask — encourages the LLM to ask “follow-up questions.” 

• Memory-of-Thought 

• Active Prompting 

• Ensemble prompting — various multi-answer combination ideas. 

Unfortunately, I’ve run out of electrons, so I’m not going to cover all of these. 
There are various huge survey papers on the internet if you happen to like strange 
nonsense that actually works. 
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Deep Research Models 

Deep research models are advanced LLMs that can complete complex research 
projects. They’re kind of like multi-multi-multi-hop reasoning models. 

Typically, deep research models will search for information on a topic, and then 
perform a reasoning function on the information. Advanced models may use 
multiple steps of information search and reasoning to refine their answer. There are 
several commercial models available that can perform deep research tasks, 
including: 

• Google Gemini 

• OpenAI Deep Research 

There are several main architectural components that are key to a deep research 
model: 

• Web search plugin (“web agent”) or other information source 

• Large Reasoning Model 

• Multi-step reasoning algorithm (e.g., Chain-of-Thought) 

There is also an overarching algorithm that controls the whole plan. This may be 
LLM-based planning or could be other non-LLM heuristics (or some combination 
of both). 

Deep research models are not cheap to run, because they have to process lots of 
information, and perform multiple reasoning steps. There is also the cost of 
information access, such as an internet search, although this would typically be less 
than LLM inference costs. There are various ways to improve LLM reasoning costs 
by reducing the number of tokens produced and processed by each reasoning step. 

Meta-Reasoning 

Meta-reasoning is thinking about how to solve a problem. People say that AI is bad 
at “planning,” but I say that’s being quite unfair. The first order of business for an 
LLM that’s been presented with a user’s question is planning. Rather than thinking 
of the answer, it should first think about the plan for how to answer.  
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The decisions it needs to consider (and be trained about) include: 

• Whether to invoke a “tool” such as a clock or calculator. 

• Should an internet search be done? 

• Is a query of a “plugin” required? 

• Does it need a chunk of a company-specific document (in a RAG system)? 

I’m a little vague on the difference between a “tool” and a “plugin.” And isn’t an 
internet search kind of the same? And looking up a text chunk in a RAG vector 
database? They’re all kind of “tools” that you “plug in” to your LLM. Maybe it’s 
just me. 

Anyway, all those integrations above all require an extra “step” or “hop” to some 
other integrated system. Not all queries require these steps. There are also other 
issues in relation to producing the answer directly from the LLM: 

• What output format is required (e.g., text or HTML). 

• Should the LLM refuse to answer this question? 

• Should it ask the user a followup question before answering? 

Want to know something funny? These are all the same! They’re just training. If 
you want an LLM to refuse a query, you train it with bad queries and nice words 
that are refusals. If you want it to ask followup questions to clarify ambiguous 
questions, you train the LLM with ambiguous queries along with brief answers that 
contain the followup questions. If you want the LLM to invoke the clock when you 
ask for the time, you have to train it with queries about the time and answers that 
contain tricky “tool tokens” that run the clock. We’re giving the LLM too much 
credit for being humanlike. 

It’s all just words to the LLM. Planning, not at all. 

The final option in “planning” a response to a user’s query is: none of the above. There 
are a lot of questions that an LLM can just answer immediately, without hesitation, 
and without consulting some other system. When it does this without any extra 
step, we say it’s using its “parametric knowledge,” because it’s only using whatever 
has been trained into the many billions of “parameters” that are the weights in its 
model. 

Don’t worry if you don’t understand how that all works, because I don’t, and 
nobody else does. There’s just a bunch of over a billion magic numbers that can 
help you fold your pillowcases in origami patterns. 



David Spuler                                            92 
 

Not Following Instructions 

LLMs are great at following instructions, and it’s largely considered a “solved 
problem” in AI. If you ask the AI to “pretend to be Gollum” or “answer in 
Klingon” then you can be fairly sure it will do so. 

There’s also a whole lot of research on not following instructions, because there are 
lots of answers that AIs shouldn’t give. This whole area of theory is called “refusal 
training” and the opposite research is where users try to bypass the refusals, which 
is called “jailbreaking” the AI. 

But recently, there was a weird example of LLMs having a totally different failure 
to follow instructions. The research by Shojaee et. al. (2025) at Apple found that 
LLMs could not use the information in questions to solve complex puzzle 
problems. This is a different type of “instructions” from the above: 

• Procedural steps 

• Abstract puzzle problems 

Why did the AI fail? Well, it’s all words to the LLM, and clearly the words in the 
question that described how to solve the puzzle couldn’t be understood properly 
by the LLM. It’s like it couldn’t map the words given in the prompt to the steps it 
was using in its reasoning. 

Part of me wants to say that maybe we need a whole different architecture that 
understands “concepts” better and that will be able to map words to concepts that 
represent abstract steps, and back again to words at the end. Surely there’s a chasm 
to overcome here that needs a rewrite: 

• Words 

• Abstract concepts 

The idea of not mapping words to reasoning steps seems somewhat reasonable, 
until you realize that reasoning models use words to describe their steps. In fact, 
they “think out loud” in words, whether it’s doing a one-step or a multi-step 
reasoning method. 

So, I wonder if I’m about to be taught another “bitter lesson” in having models 
follow solution steps in the question. Maybe the problem was just not enough 
training data where the solution was given in the problem. Maybe the AI engines 
was just not paying enough attention to the original question. I mean, who hasn’t 
forgotten to read the whole question in a math test? 
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And there’s also the fact that the basic level of LLM instruction following is simply 
based on training. LLMs don’t follow even the most basic human instructions by 
themselves, but need a huge training set of examples of human instructions and the 
correct LLM output.  

Then the poor AIs get smacked with a stick called “reinforcement learning” and 
“penalties” during training if they get the answer wrong. That’s how they learn to 
speak Klingon. 

Hence, I have a horrible feeling that this apparently huge hole in AI abstract 
reasoning, where the solution in the question is unusable by the AI, might be fixable 
with a few thousand examples of math quiz questions where they also contain big 
hints about the answer. 

RAG Reasoning 

The level of recent research attention to “multi-step reasoning” is off the charts. 
We’ve now seen papers on “chain-of-X” for almost every word in the English 
language. And this has now started to make its way into RAG research, although 
it’s not a flood of papers by any means. 

Every implementation of a RAG application can use any of those advanced 
reasoning algorithms, which would probably make it 1% smarter and 100% slower. 
Arguably, the type of advanced reasoning problems that OpenAI Strawberry or 
DeepSeek R1 is better at solving are not really in the bread basket for RAG, but it’s 
worth a try! 

Nevertheless, there’s room for some more research on RAG and reasoning. For 
example, does RAG with Chain-of-Thought work better if you prepend the RAG 
chunks at every step of the way, or is it better just to have them at the first step? 
We’re yet to see that in a research paper! 

Implicit Associative Priors 

There’s a weird thing about LLMs where they shouldn’t be good at something, but 
they are. If your LLM starts writing a story about a guy named Morgan, then the 
LLM will use the name “Morgan” again later in the story. 

Everyone says that AIs are bad at “generalization.”  
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However, if I change the first part of the story to be about a woman named Mary, 
rather than Morgan, then the LLM will dutifully write the rest of the story using the 
name “Mary” instead. The story will be changed in a very general way to use a 
different name and gender of the main character. 

Sounds like generalization to me. 

I can’t really see how this works. Also, it’s going to work regardless of exactly which 
word contains the name. I can add a few extra adjectives, changing its position, and 
the name will still get re-used. 

Note that I’m not talking about “context windows” where it used to be that the 
LLMs would forget that name if it was 4,000 words earlier in the story. Rather, I’m 
asking the question: how does it know to output the same name? The first time, 
sure, it just chooses a random name. What about the second time? What is it in its 
training that tells it to re-use whatever name tokens appeared earlier in the story, 
rather than generating a random name each time. 

The answer is called “associative priors,” and the LLM starts to learn to re-use 
tokens earlier in its context, rather than any fixed name. This behavior arises over 
the course of extensive training whereby the model is paying “attention” to the 
tokens in the previous text.  

In fact, to learn to pay attention to tokens at an earlier position, there is a technology 
called “positional encoding.” Weirdly, this technology doesn’t actually try to tell the 
LLM which position is best, but positional encoding simply makes the numbers 
at every position a little bit different, and then the LLM learns which positions are 
important during training. 

Don’t worry; nobody else understands how this works, either. 

Somehow, the combination of weights and “positional encoding” allows the LLM 
to re-use words from earlier in the text. Eventually, after passing a lot of training 
data under the bridge, this generalizes not just to know what words fit after other 
ones, but also to the higher-level answer of re-using the existing tokens at an earlier 
position, irrespective of the value of those tokens. 
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and backwards.) 

48. Marthe Ballon, Andres Algaba, Vincent Ginis, 21 Feb 2025, The Relationship 
Between Reasoning and Performance in Large Language Models -- o3 (mini) Thinks Harder, 
Not Longer, https://arxiv.org/abs/2502.15631 

49. Maxwell Zeff, February 24, 2025, Anthropic launches a new AI model that ‘thinks’ as 
long as you want, https://techcrunch.com/2025/02/24/anthropic-launches-a-new-
ai-model-that-thinks-as-long-as-you-want/ 

50. Yuchen Yan, Yongliang Shen, Yang Liu, Jin Jiang, Mengdi Zhang, Jian Shao, 
Yueting Zhuang, 13 Mar 2025 (v2), InftyThink: Breaking the Length Limits of Long-
Context Reasoning in Large Language Models, https://arxiv.org/abs/2503.06692 

51. Qiguang Chen, Libo Qin, Jinhao Liu, Dengyun Peng, Jiannan Guan, Peng Wang, 
Mengkang Hu, Yuhang Zhou, Te Gao, Wanxiang Che, 13 Mar 2025 
(v2), Towards Reasoning Era: A Survey of Long Chain-of-Thought for Reasoning Large 
Language Models, https://arxiv.org/abs/2503.09567 (Massive and broad survey of 
all types of reasoning.) 

52. Eric Zhao, Pranjal Awasthi, Sreenivas Gollapudi, 20 Feb 2025 (v2), Sample, 
Scrutinize and Scale: Effective Inference-Time Search by Scaling 
Verification, https://arxiv.org/abs/2502.01839 (Wrapping a single model with a 
Best-of-N approach that self-selects the best answer can significantly improve 
reasoning rates.) 

53. Qianjun Pan, Wenkai Ji, Yuyang Ding, Junsong Li, Shilian Chen, Junyi Wang, Jie 
Zhou, Qin Chen, Min Zhang, Yulan Wu, Liang He, 8 May 2025 (v2), A Survey of 
Slow Thinking-based Reasoning LLMs using Reinforced Learning and Inference-time Scaling 
Law, https://arxiv.org/abs/2505.02665 
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54. Michael Nuñez, July 15, 2025, OpenAI, Google DeepMind and Anthropic sound alarm: 
‘We may be losing the ability to understand AI’, https://venturebeat.com/ai/openai-
google-deepmind-and-anthropic-sound-alarm-we-may-be-losing-the-ability-to-
understand-ai/ (Monitoring the text-based interim “thinking-out-loud” reasoning 
of models in CoT.) 

55. Tomek Korbak, Mikita Balesni, (and many more authors) July 2025, Chain of 
Thought Monitorability: A New and Fragile Opportunity for AI 
Safety, https://tomekkorbak.com/cot-monitorability-is-a-fragile-
opportunity/cot_monitoring.pdf 

Deep Research Models. Research papers on deep research models include: 

1. HuggingFace, February 3, 2025, OpenAI’s Deep Research vs DeepSeek 
R1, https://huggingface.co/blog/LLMhacker/openais-deep-research-vs-
deepseek-r1 

2. Timothy B. Lee, Feb 24, 2025, These experts were stunned by OpenAI Deep Research: “I 
would use this model professionally,” an antitrust lawyer told 
me, https://www.understandingai.org/p/these-experts-were-stunned-by-openai 

3. Ravi Teja,: December 24, 2024, Google Gemini’s Deep Research: What is it and How to 
Use it? https://techwiser.com/google-geminis-deep-research-what-is-it-and-how-
to-use-it/ 

4. Dave Citron, Dec 11, 2024, Try Deep Research and our new experimental model in 
Gemini, your AI assistant: Deep Research rolls out to Gemini Advanced subscribers today, 
saving you hours of time. Plus, you can now try out a chat optimized version of 2.0 Flash 
Experimental in Gemini on the web, Google 
Blog, https://blog.google/products/gemini/google-gemini-deep-research/ 

5. Sundar Pichai, Demis Hassabis, Koray Kavukcuoglu, Dec 11, 2024, Introducing 
Gemini 2.0: our new AI model for the agentic era, Google 
Blog, https://blog.google/technology/google-deepmind/google-gemini-ai-
update-december-2024/ 

6. Emma Roth, Dec 12, 2024, Google built an AI tool that can do research for you: With 
Deep Research, you can ask Gemini to scour the web on your behalf and write up a report 
based on its findings, https://www.theverge.com/2024/12/11/24318217/google-
gemini-advanced-deep-research-launch 

7. Asif Razzaq, March 8, 2025, Meet Manus: A New AI Agent from China with Deep 
Research + Operator + Computer Use + Lovable + 
Memory, https://www.marktechpost.com/2025/03/08/meet-manus-a-new-ai-
agent-from-china-with-deep-research-operator-computer-use-lovable-memory/ 

8. Jordan Gibbs, Feb 17, 2025, 4 Lifechanging ChatGPT Features You May Not Know 
About (Feb. 2025): ChatGPT has been releasing a ton of powerful features recently… Are 
you caught up? https://medium.com/@jordan_gibbs/4-lifechanging-chatgpt-
features-you-may-not-know-about-feb-2025-01eaeb4e68c1 

9. Jim the AI Whisperer, Mar 10, 2025, My “Prompt Grafting” technique outperforms 
Deep Research in head-to-head test — and is 5900% faster: My prompt gets more insightful, 
comprehensive research from AI, https://generativeai.pub/prompt-grafting-vs-deep-
research-faster-better-ai-essays-824968b1a47a 
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Hybrid Reasoning Models. Research papers on hybrid one-step/multi-step 
reasoning include: 

1. Maxwell Zeff, February 24, 2025, Anthropic launches a new AI model that ‘thinks’ as 
long as you want, https://techcrunch.com/2025/02/24/anthropic-launches-a-new-
ai-model-that-thinks-as-long-as-you-want/ 

2. Xiaoyu Tian, Liangyu Chen, Na Liu, Yaxuan Liu, Wei Zou, Kaijiang Chen, Ming 
Cui, 24 Nov 2023 (v4), DUMA: a Dual-Mind Conversational Agent with Fast and 
Slow Thinking, https://arxiv.org/abs/2310.18075 

3. Daniele Paliotta, Junxiong Wang, Matteo Pagliardini, Kevin Y. Li, Aviv Bick, J. 
Zico Kolter, Albert Gu, François Fleuret, Tri Dao, 27 Feb 2025, Thinking Slow, 
Fast: Scaling Inference Compute with Distilled 
Reasoners, https://arxiv.org/abs/2502.20339 

4. Jianyuan Zhong, Zeju Li, Zhijian Xu, Xiangyu Wen, Qiang Xu, 16 Feb 
2025, Dyve: Thinking Fast and Slow for Dynamic Process 
Verification, https://arxiv.org/abs/2502.11157 

5. Kangan Qian, Zhikun Ma, Yangfan He, Ziang Luo, Tianyu Shi, Tianze Zhu, 
Jiayin Li, Jianhui Wang, Ziyu Chen, Xiao He, Yining Shi, Zheng Fu, Xinyu Jiao, 
Kun Jiang, Diange Yang, Takafumi Matsumaru, 27 Nov 2024, FASIONAD : 
FAst and Slow FusION Thinking Systems for Human-Like Autonomous Driving with 
Adaptive Feedback, https://arxiv.org/abs/2411.18013 

6. DiJia Su, Sainbayar Sukhbaatar, Michael Rabbat, Yuandong Tian, Qinqing 
Zheng, 13 Oct 2024, Dualformer: Controllable Fast and Slow Thinking by Learning with 
Randomized Reasoning Traces, https://arxiv.org/abs/2410.09918 

7. Konstantina Christakopoulou, Shibl Mourad, Maja Matarić, 10 Oct 2024, Agents 
Thinking Fast and Slow: A Talker-Reasoner 
Architecture, https://arxiv.org/abs/2410.08328 

8. Pengbo Hu, Ji Qi, Xingyu Li, Hong Li, Xinqi Wang, Bing Quan, Ruiyu Wang, Yi 
Zhou, 21 Aug 2023 (v2), Tree-of-Mixed-Thought: Combining Fast and Slow Thinking for 
Multi-hop Visual Reasoning, https://arxiv.org/abs/2308.09658 

9. Thilo Hagendorff, Sarah Fabi, Michal Kosinski, 2 Aug 2023 (v2), Thinking Fast 
and Slow in Large Language Models, https://arxiv.org/abs/2212.05206 

10. Wenlin Yao, Haitao Mi, Dong Yu, 25 Sep 2024, HDFlow: Enhancing LLM 
Complex Problem-Solving with Hybrid Thinking and Dynamic 
Workflows, https://arxiv.org/abs/2409.17433 

11. Kyle Wiggers, March 4, 2025, Amazon is reportedly developing its own AI ‘reasoning’ 
model: Amazon reportedly wants to get in on the AI “reasoning” model 
game, https://techcrunch.com/2025/03/04/amazon-is-reportedly-developing-
its-own-ai-reasoning-model/ 

12. X Zhang, F Zhang, C Du, C Du, T Pang, W Gao, M Lin, Mar 2025, LightTransfer: 
Your Long-Context LLM is Secretly a Hybrid Model with Effortless 
Adaptation, https://openreview.net/pdf?id=DfgfGTfObm 

13. Supreeth Koundinya, March 10, 2025, Manus is a Wrapper of Anthropic’s Claude, and 
It’s Okay, https://analyticsindiamag.com/ai-features/manus-is-a-wrapper-of-
anthropics-claude-and-its-okay/ (“Manus didn’t just slap an API on a model. 
They built an autonomous system that can execute deep research, deep thinking, 
and multi-step tasks in a way that no other AI have.”) 
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14. Sean Michael Kerner, March 18, 2025, Nvidia debuts Llama Nemotron open reasoning 
models in a bid to advance agentic AI, https://venturebeat.com/ai/nvidia-debuts-
llama-nemotron-open-reasoning-models-in-a-bid-to-advance-agentic-ai/ 

15. Xiaoye Qu, Yafu Li, Zhaochen Su, Weigao Sun, Jianhao Yan, Dongrui Liu, 
Ganqu Cui, Daizong Liu, Shuxian Liang, Junxian He, Peng Li, Wei Wei, Jing 
Shao, Chaochao Lu, Yue Zhang, Xian-Sheng Hua, Bowen Zhou, Yu Cheng, 27 
Mar 2025, A Survey of Efficient Reasoning for Large Reasoning Models: Language, 
Multimodality, and Beyond, https://arxiv.org/abs/2503.21614 

RAG Reasoning. Research papers on reasoning models and RAG include: 

1. B Zhan, A Li, X Yang, D He, Y Duan, S Yan, 2024, RARoK: Retrieval-Augmented 
Reasoning on Knowledge for Medical Question Answering, 2024 IEEE International 
Conference on Bioinformatics and Biomedicine (BIBM), pages 2837-2843, DOI: 
10.1109/BIBM62325.2024.10822341, https://www.computer.org/csdl/proceedi
ngs-article/bibm/2024/10822341/23onp6dXOSI (RAG combined with Chain-
of-Thought for medical reasoning.) 

2. Xinyan Guan, Jiali Zeng, Fandong Meng, Chunlei Xin, Yaojie Lu, Hongyu Lin, 
Xianpei Han, Le Sun, Jie Zhou. 3 Feb 2025, DeepRAG: Thinking to Retrieval Step by 
Step for Large Language Models, https://arxiv.org/abs/2502.01142 

3. P Verma, SP Midigeshi, G Sinha, A Solin, N Natarajan, Mar 2025, Plan *RAG: 
Efficient Test-Time Planning for Retrieval Augmented Generation, ICLR 2025 
review, https://openreview.net/pdf?id=gi9aqlYdBk (Improve RAG reasoning 
efficiency via planning for parallel reasoning.) 

4. Qiguang Chen, Libo Qin, Jinhao Liu, Dengyun Peng, Jiannan Guan, Peng Wang, 
Mengkang Hu, Yuhang Zhou, Te Gao, Wanxiang Che, 13 Mar 2025 
(v2), Towards Reasoning Era: A Survey of Long Chain-of-Thought for Reasoning Large 
Language Models, https://arxiv.org/abs/2503.09567 (Massive and broad survey 
with all types of reasoning.) 

5. Mingyue Cheng, Yucong Luo, Jie Ouyang, Qi Liu, Huijie Liu, Li Li, Shuo Yu, 
Bohou Zhang, Jiawei Cao, Jie Ma, Daoyu Wang, Enhong Chen, 17 Mar 2025 
(v2), A Survey on Knowledge-Oriented Retrieval-Augmented 
Generation, https://arxiv.org/abs/2503.10677 

6. Thang Nguyen, Peter Chin, Yu-Wing Tai, 26 May 2025, MA-RAG: Multi-Agent 
Retrieval-Augmented Generation via Collaborative Chain-of-Thought 
Reasoning, https://arxiv.org/abs/2505.20096 
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10. Concepts 

  

  

  

“Learning to fly is not pretty 

but flying is.” 

— Satya Nadella, Hit Refresh, 2017. 

  

  

  

What are Concepts? 

It’s a good question and there’s not a really satisfactory answer. If concepts were a 
simple concept (haha), then AI reasoning models would be a lot easier to build. The 
basic ideas about concepts include: 

• High-level meaning 

• Semantics not syntax 

Concepts are about meaning, not words. There are also different levels of concepts, 
such as: 

• Basic things — e.g., nouns like “cat” 

• Basic actions — e.g., verbs like “jump” 

• Abstract meanings — e.g., “symmetrical” 

• Emotional meanings — e.g., “happiness” 
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As you can see from the above, it’s not really clear what a concept really means (i.e., 
the “concept of a concept” is vague!). However, there’s one thing that’s clear about 
concepts: 

Humans are better at concepts than AI models. 

Maybe words are the problem. Humans think in images and relationships and 
concepts, whereas words are somewhat plotted onto these ideas. 

Hence, there’s a whole area of LLM research about having them think in 
“concepts” rather than words. The idea is to still use “tokens” but to have these 
tokens represent higher-levels as “concept tokens” rather than just words. 

The terminology for AI reasoning about concepts is usually called “latent 
reasoning” because it’s done in the “latent space” of abstract representations. I 
guess that’s distinct from the “word space” where most LLMs are stuck at the 
moment. 

The idea of concept tokens is not especially revolutionary. After all, in the theory 
of AI, we’ve already had: 

• Stop tokens 

• Pause tokens 

• Formatting tokens 

• Control tokens 

• Separator tokens 

• Fine-tuning tokens 

• Tool tokens 

Hence, yeah sure, why not have concept tokens. 

In fact, concept-level tokens are used in several major areas of AI intelligence 
research: 

• Prompt tuning (“prefix tuning”) 

• Chain-of-Thought decoding tokens (“reasoning tokens”) 

• Large Concept Models 

Prompt tuning is a way to make the AI smarter by adding some special concept 
tokens to the input. This provides extra context to a user’s question that allows the 
LLM to better understand what it’s “reading” in the input context. 
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Reasoning tokens have been used as way to speed up the multi-hop reasoning 
models. Hence, they are more about efficiency than adding extra intelligence, 
though obviously the overall reasoning model is about adding capabilities. 
However, imagine what might be possible if you started with a rewrite of the 
architecture and put a lot of concept tokens together in a big model. 

Large Concept Models 

The development of Large Concept Models, or LCMs, was pioneered by Meta in 
December, 2024, from its Facebook AI Research lab (Barrault et. al., 2024). As you 
may have correctly guessed, LCMs are models that: 

1. Use concept tokens, and 

2. Are large. 

The LCM built by Meta operates on concepts at the sentence level. Hence, it tries 
to understand written sentences, rather than individual words, to discern the one or 
more major concepts that a sentence aims to describe. They train models using a 
huge amount of data, with over 2.7 trillion tokens of input training sets. 

This approach generalizes the use of concept tokens from their specific uses as 
reasoning tokens in multi-hop inference, and prefix tuning with concept tokens as 
extra non-word prefix tokens in prompt engineering. 

Concept tokens are central to LCMs. They are trained in concept tokens, and also 
perform inference in the concept token space. Hence, they’re not using the old-
style “word tokens” as used by most LLMs today. Nevertheless, LCMs and LLMs 
have the same types of uses: 

• Generating text or answers 

• Summarization of inputs 

• Reasoning about answers 

As shown in various research papers, this idea is workable at scales both small and 
large. Large Concept Models may indeed be a major step forward beyond the simple 
tokenized LLMs. The main advantages of using concepts are that the resulting 
models are: 

• Smarter — better understanding of concepts and ideas. 

• Faster — fewer tokens to process, because each token is “bigger.” 

• Understandable — you can trace what concepts were used to answer. 
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However, LCMs are still in the early stages of their theory, and even the Facebook 
paper says they are offering “an attempt at an architecture” rather than a finalized 
technology. One of the areas of difficulty in this method is to train an “encoder” 
that converts sentences into concept tokens. This encoder has to do “sentence-level 
embeddings” analysis. Maybe we’ll be going back to 2017 with an encoder-decoder 
architecture soon. 

LCMs are certainly interesting, and they are one possible candidate for an extra leap 
needed to advance further towards achieving AGI. They’re competing against other 
“next-gen” ideas for AI intelligence, such as: 

• Reasoning models 

• Symbolic execution 

• Knowledge graphs 

• State Space Models (SSMs) such as Mamba and Hyena. 

• Embodied AI models 

Time will tell which ideas win out. 
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2025, Scalable Language Models with Posterior Inference of Latent Thought 
Vectors, https://arxiv.org/abs/2502.01567 

9. Jonas Geiping, Sean McLeish, Neel Jain, John Kirchenbauer, Siddharth Singh, 
Brian R. Bartoldson, Bhavya Kailkhura, Abhinav Bhatele, Tom Goldstein, 7 Feb 
2025, Scaling up Test-Time Compute with Latent Reasoning: A Recurrent Depth 
Approach, https://arxiv.org/abs/2502.05171 

10. DiJia Su, Hanlin Zhu, Yingchen Xu, Jiantao Jiao, Yuandong Tian, Qinqing 
Zheng, 5 Feb 2025. Token Assorted: Mixing Latent and Text Tokens for Improved 
Language Model Reasoning, https://arxiv.org/abs/2502.03275 

11. Jihoon Tack, Jack Lanchantin, Jane Yu, Andrew Cohen, Ilia Kulikov, Janice Lan, 
Shibo Hao, Yuandong Tian, Jason Weston, Xian Li, 12 Feb 2025, LLM 
Pretraining with Continuous Concepts, https://arxiv.org/abs/2502.08524 

12. Vivek K. Tiwari, 2025, Towards Practical Concept-Based Language Models: An 
Efficiency-Focused Implementation, https://www.researchgate.net/profile/Vivek-
Tiwari-41/publication/388753941_Towards_Practical_Concept-
Based_Language_Models_An_Efficiency-
Focused_Implementation/links/67a4bf86461fb56424cc6b62/Towards-
Practical-Concept-Based-Language-Models-An-Efficiency-Focused-
Implementation.pdf 

13. J Liao, R Xie, S Li, X Wang, X Sun, Z Kang, X He, 2025, Multi-Grained Patch 
Training for Efficient LLM-based 
Recommendation, https://hexiangnan.github.io/papers/sigir25-PatchRec.pdf 

Large Concept Models (LCMs). Research papers on the use of concept tokens 
and latent space reasoning in very large models include: 

1. LCM team, Loïc Barrault, Paul-Ambroise Duquenne, Maha Elbayad, Artyom 
Kozhevnikov, Belen Alastruey, Pierre Andrews, Mariano Coria, Guillaume 
Couairon, Marta R. Costa-jussà, David Dale, Hady Elsahar, Kevin Heffernan, 
João Maria Janeiro, Tuan Tran, Christophe Ropers, Eduardo Sánchez, Robin San 
Roman, Alexandre Mourachko, Safiyyah Saleem, Holger Schwenk, 15 Dec 2024 
(v2), Large Concept Models: Language Modeling in a Sentence Representation 
Space, https://arxiv.org/abs/2412.08821 https://github.com/facebookresearch/
large_concept_model (Model operates at the sentence concept level, using 
SONAR sentence embeddings.) 

2. Dr. Ashish Bamania, Dec 2024, Meta’s Large Concept Models (LCMs) Are Here To 
Challenge And Redefine LLMs: A deep dive into ‘Large Concept Model’, a novel language 
processing architecture and evaluating its performance against state-of-the-art 
LLMs, https://levelup.gitconnected.com/metas-large-concept-models-lcms-are-
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12. Leadership in AI, January, 2025, Meta’s stunning LCM large concept models for artificial 
intelligence — they are thinking now! https://www.youtub e.com/watch?v=u 
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13. Lance Eliot, Jan 06, 2025, AI Is Breaking Free Of Token-Based LLMs By Upping The 
Ante To Large Concept Models That Devour Sentences And Adore 
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concept-models-lcms-a-semantic-leap-beyond-token-based-language-modeling/ 
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19. J Liao, R Xie, S Li, X Wang, X Sun, Z Kang, X He, 2025, Multi-Grained Patch 
Training for Efficient LLM-based 
Recommendation, https://hexiangnan.github.io/papers/sigir25-PatchRec.pdf 

20. Ignacio de Gregorio, June 2025, What If We Are All Wrong About AI? The 
contrarian bet by Meta, in plain 
English, https://medium.com/@ignacio.de.gregorio.noblejas/what-if-we-are-all-
wrong-about-ai-f33a3c64055c 
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reasoning method include: 

1. Ignacio de Gregorio Noblejas, September 15, 2024, OpenAI Launches o1. Here’s 
All You Need to Know, https://thetechoasis.beehiiv.com/p/openai-launches-o1-
heres-need-know 

2. Shibo Hao, Sainbayar Sukhbaatar, DiJia Su, Xian Li, Zhiting Hu, Jason Weston, 
Yuandong Tian, 9 Dec 2024, Training Large Language Models to Reason in a 
Continuous Latent Space, https://arxiv.org/abs/2412.06769 (Performing reasoning 
in a model trained to operate in the embedding vector space, rather than more 
directly in the token space.) 

3. Luyang Liu, Jonas Pfeiffer, Jiaxing Wu, Jun Xie, Arthur Szlam, 23 Dec 
2024, Deliberation in Latent Space via Differentiable Cache 
Augmentation, https://arxiv.org/abs/2412.17747 (Augmenting the KV cache with 
reasoning information so that decoding will mimic multi-step reasoning with 
fewer tokens required for intermediate steps.) 

4. Sachin Goyal, Ziwei Ji, Ankit Singh Rawat, Aditya Krishna Menon, Sanjiv 
Kumar, Vaishnavh Nagarajan, 21 Apr 2024 (v3), Think before you speak: Training 
Language Models With Pause Tokens, https://arxiv.org/abs/2310.02226 (Inserting 
extra “pause tokens” that trigger the LLM to perform extra reasoning during the 
decoding phase.) 

5. Jacob Pfau, William Merrill, Samuel R. Bowman, 24 Apr 2024, Let’s Think Dot by 
Dot: Hidden Computation in Transformer Language 
Models, https://arxiv.org/abs/2404.15758 (Use of dummy “filler tokens” similar 
to “pause tokens” or “reasoning tokens” to aid multi-step reasoning in 
decoding.) 
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6. Eric Zelikman, Georges Harik, Yijia Shao, Varuna Jayasiri, Nick Haber, Noah D. 
Goodman, 18 Mar 2024 (v2), Quiet-STaR: Language Models Can Teach Themselves to 
Think Before Speaking, https://arxiv.org/abs/2403.09629 (Introduces answers 
between a start-of-thought and end-of-thought meta-token for reasoning.) 

7. Lance Eliot, Dec 18, 2024, Chain Of Continuous Thought Promises Mighty Boost For 
LLMs And Generative AI By Blowing Up The Fixation On 
Tokens, https://www.forbes.com/sites/lanceeliot/2024/12/18/chain-of-
continuous-thought-promises-mighty-boost-for-llms-and-generative-ai-by-
blowing-up-the-fixation-on-tokens/ 

8. Xuan Shen, Yizhou Wang, Xiangxi Shi, Yanzhi Wang, Pu Zhao, Jiuxiang Gu, 31 
Jan 2025, Efficient Reasoning with Hidden 
Thinking, https://arxiv.org/abs/2501.19201 

9. DiJia Su, Hanlin Zhu, Yingchen Xu, Jiantao Jiao, Yuandong Tian, Qinqing 
Zheng, 5 Feb 2025. Token Assorted: Mixing Latent and Text Tokens for Improved 
Language Model Reasoning, https://arxiv.org/abs/2502.03275 

10. Jim the AI Whisperer, Feb 2025, I hacked Perplexity AI’s full system prompt when I 
shared my own cognitive vulnerabilities with it: How I used my own scrambled brain to outwit 
Perplexity AI, https://medium.com/the-generator/prompt-hacking-perplexity-ai-
system-instructions-7aa6ee923060 

11. Kongcheng Zhang, Qi Yao, Baisheng Lai, Jiaxing Huang, Wenkai Fang, Dacheng 
Tao, Mingli Song, Shunyu Liu, 19 Feb 2025, Reasoning with Reinforced Functional 
Token Tuning, https://arxiv.org/abs/2502.13389 

12. Ziang Ye, Zhenru Zhang, Yang Zhang, Jianxin Ma, Junyang Lin, Fuli Feng, 19 
Dec 2024, Disentangling Reasoning Tokens and Boilerplate Tokens For Language Model 
Fine-tuning, https://arxiv.org/abs/2412.14780 

13. Zhenyi Shen, Hanqi Yan, Linhai Zhang, Zhanghao Hu, Yali Du, Yulan He, 28 
Feb 2025, CODI: Compressing Chain-of-Thought into Continuous Space via Self-
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14. Guanghao Li, Wenhao Jiang, Mingfeng Chen, Yan Li, Hao Yu, Shuting Dong, 
Tao Ren, Ming Tang, Chun Yuan, 30 May 2025, SCOUT: Teaching Pre-trained 
Language Models to Enhance Reasoning via Flow Chain-of-
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adding concept tokens to prompts for easier processing, include: 

1. IBM, 2024, What is prompt-tuning?, https://research.ibm.com/blog/what-is-ai-
prompt-tuning 

2. Abhinav Jain, Swarat Chaudhuri, Thomas Reps, Chris Jermaine, 24 May 
2024, Prompt Tuning Strikes Back: Customizing Foundation Models with Low-Rank 
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3. MohammadAli SadraeiJavaeri, Ehsaneddin Asgari, Alice Carolyn McHardy, 
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2024, Choice of PEFT Technique in Continual Learning: Prompt Tuning is Not All You 
Need, https://arxiv.org/abs/2406.03216 

5. Xuyang Wu, Zhiyuan Peng, Sravanthi Rajanala, Hsin-Tai Wu, Yi Fang, 31 May 
2024, Passage-specific Prompt Tuning for Passage Reranking in Question Answering with 
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Models, https://arxiv.org/abs/2405.18203 

7. Mengwei Xu, Wangsong Yin, Dongqi Cai, Rongjie Yi, Daliang Xu, Qipeng 
Wang, Bingyang Wu, Yihao Zhao, Chen Yang, Shihe Wang, Qiyang Zhang, 
Zhenyan Lu, Li Zhang, Shangguang Wang, Yuanchun Li, Yunxin Liu, Xin Jin, 
Xuanzhe Liu, 16 Jan 2024, A Survey of Resource-efficient LLM and Multimodal 
Foundation 
Models, https://arxiv.org/abs/2401.08092 Project: https://github.com/Ubiquito
usLearning/Efficient_Foundation_Model_Survey 

8. Tianyu Ding, Tianyi Chen, Haidong Zhu, Jiachen Jiang, Yiqi Zhong, Jinxin 
Zhou, Guangzhi Wang, Zhihui Zhu, Ilya Zharkov, Luming Liang, 18 Apr 2024 
(v2), The Efficiency Spectrum of Large Language Models: An Algorithmic 
Survey, https://arxiv.org/abs/2312.00678 

9. M Xu, D Cai, W Yin, S Wang, X Jin, X Liu, 2024, Resource-efficient Algorithms and 
Systems of Foundation Models: A Survey, ACM Computing 
Surveys, https://dl.acm.org/doi/pdf/10.1145/3706418 

10. Brian Lester, Rami Al-Rfou, and Noah Constant, 2021, The Power of Scale for 
Parameter-Efficient Prompt Tuning. In Proceedings of the 2021 Conference on Empirical 
Methods in Natural Language Processing, pages 3045–3059, Online and Punta Cana, 
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Linguistics, https://aclanthology.org/2021.emnlp-main.243/ 

11. Shreyansh Shah, Oct 18, 2023, Prompt Tuning: A Powerful Technique for Adapting 
LLMs to New Tasks, https://medium.com/@shahshreyansh20/prompt-tuning-a-
powerful-technique-for-adapting-llms-to-new-tasks-6d6fd9b83557 

12. Data Camp, May 19, 2024, Understanding Prompt Tuning: Enhance Your Language 
Models with Precision, https://www.datacamp.com/tutorial/understanding-
prompt-tuning 

13. Sergey Sedov, Sumanth Bharadwaj Hachalli Karanam, Venu Gopal Kadamba, 24 
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11. Reading & Writing 

  

  

  

“If you don’t have time to read, 

you don’t have the time to write.” 

— Stephen King. 

  

  

  

AI Reading and Writing 

Humans and AI engines share a strange commonality in how they communicate. 
As a human with the ability to both read and write, there are two somewhat related 
facts of life: 

• It’s easier to read than to write. 

• It’s easier to understand a foreign language than to speak it. 

Weirdly, this turns out to also be true for AI engines. The coders for AI engines 
have done a lot of work in both areas, but reading remains easier than writing. 

In the olden days, which is 2017 in AI, the LLM engines based on the 
“Transformer” architecture (discovered by Google) had two explicit pieces, called 
the “encoder” and “decoder” components.  
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The idea was basically: 

• Encoders — reading 

• Decoders — writing 

The encoder would take its input text and “encode” it into some internal vectors, 
which are used to “understand” the text (i.e., reading). The decoder would then use 
these internal numbers to emit new numbers that represented words that it was 
outputting (i.e., writing). 

However, that combined encoder-decoder architecture didn’t last long, and the 
encoder was found to be mostly redundant, since it was doing the computations 
that were very similar to the decoder, only it wasn’t actually decoding anything. 
Confused? You’re like most AI engineers, if so. Anyway, you could do both the 
reading and writing inside the decoder, by doing a trick called a “prefill” phase. 

No need for half the brain. 

Hence, the encoder was removed from AI engines and only the decoder was left. 
This was called a “decoder-only” architecture and was used as early as the GPT-2 
model. The newer idea is effectively: 

• Prefill — reading 

• Decoding — writing 

Prefill is an algorithm that runs in the decoder, so these two phases are running in 
the same GPU chips (well, no, but let’s assume that for now). The decoder in the 
newer decoder-only architecture is similar to that used in the encoder-decoder early 
version, but obviously doesn’t need the parts that used to accept data from the 
encoder (which no longer exists). 

Have we lost something by not having an encoder? It’s certainly possible that some 
insight is missed by treating reading like it’s a subset of writing, rather than trying 
to fully understand first. However, we gained: speed. 

We need a lot more speed to do advanced data processing, such as voice or video 
analysis. It’s all just data to an AI engine, but there’s much more data in audio and 
video.  
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The way it works for speech models: 

• Understanding speech — “reading” of voice numbers. 

• Speaking — “writing” of audio data (i.e., decoding). 

Again, there’s not usually an encoder for voice models. But don’t worry, because 
the poor old encoder component didn’t get completely thrown into landfill. 
Encoder-decoder architectures are still used for some two-phase type operations 
like foreign language translation, where we’re reading in one language and writing 
in another. In these cases, the reading is very different from the writing, so having 
two separate components works well. 

Prefill for Reading 

The way that prefill works doesn’t really make sense compared to human reading. 
The AI engine looks at every word in its input prompt and processes them all at 
once, in parallel. The reason it can do this is that this phase does not output 
anything, and is really a preparatory phase before writing. 

What’s it prefilling? 

The reason it’s called “prefill” is that it fills in the “KV caches” for the input tokens 
(e.g., the user’s question). These are extra numbers used by the second phase, the 
decoding phase, to figure out which new words to output. 

Humans can actually do this type of parallel reading that AI does in prefill, but it’s 
not the natural way that we read. If you train yourself, you can actually start reading 
a novel by scanning multiple lines at once, across the page, like you are ingesting 
groups of words as they cross your visual field. It’s hard to learn, but it can be done 
(by humans). 

GPU chips are naturally parallel, and AI engines can read all the words of a 
document in parallel without even blinking. The LLM ingests all of the words at 
once, and then cross-analyzes them to find relationships between the positions with 
all the other words.  

This is all done in parallel in the prefill phase, analyzing all of the inputs, before it 
starts emitting words in the decoding phase. 
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Decoding for Writing 

If you read about LLM theory, you will discover that the way that an LLM writes 
text in the “decoding” phase is to output one word at a time. It only looks 
backwards to any of the previous words, and figures how the probabilities for each 
of the possible next words, and then chooses the best one. The decoder is actually 
“masked” so that it doesn’t look ahead, and anyway there’s nothing up ahead 
anyway, and it only looks backwards, and never backtracks. 

This is total baloney. 

It may have been true in the very earliest theories of neural networks, but modern 
LLMs do a whole smash of other stuff in their decoding algorithm. I mean, you 
can’t write a good piece of prose based only on past words, especially if you only 
ever look one word ahead.  

Humans do writing by thinking forward many words, revising, going back and 
changing, and so on. Hence, in reality, your LLM does a lot of coding tricks to 
decide on the best words to write: 

• Trying multiple possible word sequences (in parallel). 

• Backtracking and restarting phrases and sections. 

There are some fancy names for some of these algorithms, which mostly run in 
parallel on GPU chips: 

• Beam search 

• Speculative decoding 

• Multi-Token Prediction (MTP) 

Beam search is about running ahead a few words, checking whether it’s any good, 
and then backtracking. Speculative decoding is about trying multiple possible new 
phrases to write, all calculated in parallel.  

Multi-token prediction is about emitting more than one word at a time, usually also 
combined with beam search or spec dec (that’s short for speculative decoding). 

Humans struggle to do this, although there are probably some people who can 
speak more than one word at a time in parallel. Strangely, an image of Elon Musk 
just popped into my subconscious brain. But I digress. 
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All of these decoding methods are done in parallel in the “forward pass” of the 
decoding algorithm. This is like the “fast thinking” mode of writing, and are not 
really doing advanced rational logic or any higher-level analysis of the words.  

In some of the fancier models, there’s also a second “slow” method of revising the 
output, whereby the LLM can itself make changes to what it’s written, or possibly 
have an even bigger model check over its work. That’s like your English teacher 
peeking over your shoulder while you compose your persuasive writing essay. 

Reading Limitations 

Reading doesn’t mean understanding. The LLM is reading the words as “tokens” 
that represent the text. There’s also tokens for images, audio, and video, which are 
more complicated, but still the same basic architecture. A voice LLM sees your 
speech patterns as just numbers, too. 

Words are actually a higher level abstraction than the numbers in voice or images, 
so they should be easier to interpret. However, the problem with reading words is 
that all the LLM knows about is words. The meaning of words is often obscured, 
and there are problems with simple things like representing numbers as words, 
which makes it hard to do basic arithmetic. 

Understanding of words also implies a lot more things than just text patterns. 
There’s hidden meanings in all sorts of ways using rules that humans know, or have 
learned. For example, how do you know that it’s a joke that we “drive on parkways 
and park on driveways”? LLMs are bad at jokes or sarcasm without special training. 

Common sense is also hard to explain in words. It’s like there’s a mapping between 
pairs or groups of words. For example, cats are “svelte” but not dogs, or we “sit on 
sofas not tables”, but there are all sorts of exceptions to all those so-called rules. 

Our world is difficult to describe in words, because its three-dimensional. Babies 
learn that if they try to crawl under a desk, they might smack their head, because 
one failure gives them a powerful learning signal involving lots of noise and cuddles. 
How does an AI know what three dimensions are? It’s not in the word patterns. 

The fourth dimension, time, is also tricky. Food appears on a plate and then 
disappears, not the other way around, and yet both ways it would have the same 
words. They call this “temporal reasoning” and, since it has a fancy name, that 
means it’s a research area with lots of difficulty and plenty of obscure research 
papers. AI models are not good with time. In contrast, a human child moves 
through time intrinsically, and comes to understand that idea at a very deep level. 
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https://doi.org/10.1145/3669940.3707239
https://dl.acm.org/doi/abs/10.1145/3669940.3707239
https://dl.acm.org/doi/abs/10.1145/3669940.3707239
https://arxiv.org/abs/2502.20766
https://arxiv.org/abs/2503.20552
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26. Rajeshkumar Bambhaniya, Abhimanyu ; Wu, Hanjiang ; Subramanian, Suvinay ; 
Srinivasan, Sudarshan ; Kundu, Souvik ; Yazdanbakhsh, Amir ; Elavazhagan, 
Midhilesh ; Kumar, Madhu ; Krishna, Tushar, April 2025, Understanding and 
Optimizing Multi-Stage AI Inference 
Pipelines, https://ui.adsabs.harvard.edu/abs/2025arXiv250409775R/abstract http
s://arxiv.org/abs/2504.09775 

27. Kuntai Du, Bowen Wang, Chen Zhang, Yiming Cheng, Qing Lan, Hejian Sang, 
Yihua Cheng, Jiayi Yao, Xiaoxuan Liu, Yifan Qiao, Ion Stoica, Junchen Jiang, 12 
May 2025, PrefillOnly: An Inference Engine for Prefill-only Workloads in Large Language 
Model Applications, https://arxiv.org/abs/2505.07203 

Beam Search. Research papers on beam search decoding algorithms, which look 
ahead in words and then backtrack, include: 

1. Xiaohui Wang, Ying Xiong, Yang Wei, Mingxuan Wang, Lei Li Apr 
2021, LightSeq: A High Performance Inference Library for 
Transformers, https://arxiv.org/pdf/2010.13887.pdf 

2. James Briggs Feb 25, 2021, The Three Decoding Methods For NLP, Towards Data 
Science https://towardsdatascience.com/the-three-decoding-methods-for-nlp-
23ca59cb1e9d 

3. GC Garbacea, 2023, Neural Language Generation for Content Adaptation: Explainable, 
Efficient Low-Resource Text Simplification and Evaluation, Ph.D. thesis, Computer 
Science and Engineering, University of 
Michigan, https://deepblue.lib.umich.edu/bitstream/handle/2027.42/178028/g
arbacea_1.pdf?sequence=1 (Broad thesis with sections on beam search decoding 
optimizations and AI safety issues such as bias.) 

4. Peter Anderson, Basura Fernando, Mark Johnson, and Stephen Gould, 
2017, Guided open vocabulary image captioning with constrained beam search, Proceedings 
of the 2017 Conference on Empirical Methods in Natural Language Processing, 
pages 936–945, https://arxiv.org/abs/1612.00576 

5. Chris Hokamp and Qun Liu, 2017, Lexically constrained decoding for sequence generation 
using grid beam search, Proceedings of the 55th Annual Meeting of the Association 
for Computational Linguistics (Volume 1: Long Papers), pages 1535–
1546, https://arxiv.org/abs/1704.07138 

6. G Keren, Feb 2023, A Token-Wise Beam Search Algorithm for RNN-T, arXiv 
preprint arXiv:2302.14357, https://arxiv.org/abs/2302.14357 

7. Gian Wiher, Clara Meister, Ryan Cotterell, Mar 2022, On Decoding Strategies for 
Neural Text Generators, https://arxiv.org/abs/2203.15721 (An evaluation of a 
variety of decoding algorithms including beam search, top-k, and top-p.) 

8. Ashwin K. Vijayakumar, Michael Cogswell, Ramprasaath R. Selvaraju, Qing Sun, 
Stefan Lee, David J. Crandall, and Dhruv Batra, 2016, Diverse beam search: Decoding 
diverse solutions from neural sequence models, CoRR, 
abs/1610.02424, https://arxiv.org/abs/1610.02424 (An algorithm variant called 
“diverse beam search” decoding.) 

9. Ilya Sutskever, Oriol Vinyals, and Quoc V Le, 2014, Sequence to sequence learning 
with neural networks, arXiv preprint 
arXiv:1409.3215, https://arxiv.org/abs/1409.3215 (Early paper using a kind     
of beam search decoding and top-k decoding.) 
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https://deepblue.lib.umich.edu/bitstream/handle/2027.42/178028/garbacea_1.pdf?sequence=1
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10. Kenton Murray, David Chiang, Aug 2018, Correcting Length Bias in Neural Machine 
Translation, https://arxiv.org/abs/1808.10006 (Brevity problems in beam search 
decoding.) 

11. Xupeng Miao, Gabriele Oliaro, Zhihao Zhang, Xinhao Cheng, Zeyu Wang, 
Zhengxin Zhang, Rae Ying Yee Wong, Alan Zhu, Lijie Yang, Xiaoxiang Shi, 
Chunan Shi, Zhuoming Chen, Daiyaan Arfeen, Reyna Abhyankar, Zhihao Jia, 
2024, SpecInfer: Accelerating Large Language Model Serving with Tree-based Speculative 
Inference and Verification, ASPLOS’24: Proceedings of the 29th ACM International 
Conference on Architectural Support for Programming Languages and 
Operating Systems, Volume 3, April 2024, Pages 932–
949, https://doi.org/10.1145/3620666.3651335 https://dl.acm.org/doi/abs/10.
1145/3620666.3651335 Code: https://github.com/flexflow/FlexFlow/ 

12. Jared Lichtarge, Christopher Alberti, Shankar Kumar, Noam Shazeer, and Niki 
Parmar, 2018, Weakly supervised grammatical error correction using iterative decoding, 
CoRR, abs/1811.01710, https://arxiv.org/abs/1811.01710 (Beam search 
decoding with a high threshold to emit corrections.) 

13. Jindrich Libovicky, Jindrich Helcl, Marek Tlusty, Ondrej Bojar, and Pavel Pecina, 
2016, CUNI system for WMT16 automatic post-editing and multimodal translation tasks, 
Proceedings of the First Conference on Machine Translation: Volume 2, Shared 
Task Papers, pages 646–654, Berlin, 
Germany, https://arxiv.org/abs/1606.07481 (Post-editing of machine 
translation.) 

14. Daniel Dahlmeier, Hwee Tou Ng, 2012, A Beam-Search Decoder for Grammatical 
Error Correction, Proceedings of the 2012 Joint Conference on Empirical Methods 
in Natural Language Processing and Computational Natural Language Learning, 
pages 568–578, Jeju Island, Korea, 12–14 July 
2012, https://aclanthology.org/D12-1052.pdf 

15. Ashwin K. Vijayakumar, Michael Cogswell, Ramprasaath R. Selvaraju, Qing Sun, 
Stefan Lee, David J. Crandall, and Dhruv Batra, 2018, Diverse beam search for 
improved description of complex scenes, In Proceedings of the Thirty-Second AAAI 
Conference on Artificial Intelligence, (AAAI-18), the 30th innovative 
Applications of Artificial Intelligence (IAAI-18), and the 8th AAAI Symposium 
on Educational Advances in Artificial Intelligence (EAAI-18), New Orleans, 
Louisiana, USA, February 2-7, 2018, pages 7371–7379, AAAI 
Press, https://www.aaai.org/ocs/index.php/AAAI/AAAI18/paper/view/1732
9 

16. Tinghui Zhu, Kai Zhang, Jian Xie, Yu Su, 4 Feb 2024 (v2), Deductive Beam Search: 
Decoding Deducible Rationale for Chain-of-Thought 
Reasoning, https://arxiv.org/abs/2401.17686 

17. Jungo Kasai, Keisuke Sakaguchi, Ronan Le Bras, Dragomir Radev, Yejin Choi, 
and Noah A. Smith, 2024, A Call for Clarity in Beam Search: How It Works and When 
It Stops, Proceedings of the 2024 Joint International Conference on 
Computational Linguistics, Language Resources and Evaluation (LREC-
COLING 2024), pages 77–90, Torino, Italia. ELRA and 
ICCL, https://aclanthology.org/2024.lrec-
main.7/ https://aclanthology.org/2024.lrec-main.7.pdf 
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18. Zongyue Qin, Zifan He, Neha Prakriya, Jason Cong, Yizhou Sun, 25 Sep 
2024, Dynamic-Width Speculative Beam Decoding for Efficient LLM 
Inference, https://arxiv.org/abs/2409.16560 

19. Shixiaowei02, Oct 2024, TensorRT-LLM 0.13.0 Release 
Latest, https://github.com/NVIDIA/TensorRT-LLM/releases/tag/v0.13.0 

20. Rongxiang Wang and Felix Xiaozhu Lin, 2024, Turbocharge Speech Understanding 
with Pilot Inference, Proceedings of the 30th Annual International Conference on 
Mobile Computing and Networking (ACM MobiCom '24). Association for 
Computing Machinery, New York, NY, USA, 1299–
1313, https://doi.org/10.1145/3636534.3690694 https://dl.acm.org/doi/abs/1
0.1145/3636534.3690694 https://dl.acm.org/doi/pdf/10.1145/3636534.369069
4 (“Pilot inference” is a specialized mix of caching, computation reuse, and 
backtracking in beam search for speech understanding, and is somewhat related 
to speculative decoding, and similar to continual inference for processing a 
stream.) 

Decoding Algorithms. Research papers on decoding algorithms in general: 

1. Xiangjue Dong, Maria Teleki, James Caverlee, 18 Dec 2024, A Survey on LLM 
Inference-Time Self-
Improvement, https://arxiv.org/abs/2412.14352 https://github.com/dongxiangju
e/Awesome-LLM-Self-Improvement (Broad survey of reasoning improvement 
methods from multi-step inference to RALM to decoding algorithms.) 

2. Chufan Shi, Haoran Yang, Deng Cai, Zhisong Zhang, Yifan Wang, Yujiu Yang, 
Wai Lam, 10 Feb 2024, A Thorough Examination of Decoding Methods in the Era of 
LLMs, https://arxiv.org/abs/2402.06925 (Evaluates a number of decoding 
algorithms with several 7B models including Llama2-7B, and also with 4-bit and 
8-bit quantization.) 

3. Sean Welleck, Amanda Bertsch, Matthew Finlayson, Hailey Schoelkopf, Alex 
Xie, Graham Neubig, Ilia Kulikov, Zaid Harchaoui, 24 Jun 2024, From Decoding to 
Meta-Generation: Inference-time Algorithms for Large Language 
Models, https://arxiv.org/abs/2406.16838 (Survey and theoretical analysis of 
many different decoding algorithms, along with various ways to speed them up 
such as speculative decoding and KV caches.) 

4. Haoran Wang, Kai Shu, Jan 2025, Make Every Token Count: A Systematic Survey on 
Decoding Methods for Foundation 
Model, https://www.researchgate.net/profile/Haoran-Wang-
96/publication/387703971_Make_Every_Token_Count_A_Systematic_Survey_
on_Decoding_Methods_for_Foundation_Models/links/67784c8ce74ca64e1f49e
b15/Make-Every-Token-Count-A-Systematic-Survey-on-Decoding-Methods-
for-Foundation-Models.pdf https://github.com/wang2226/Awesome-LLM-
Decoding 

5. Edward Beeching, Lewis Tunstall, Sasha Rush Dec 16, 2024, Scaling Test Time 
Compute with Open Source 
Models, https://huggingface.co/spaces/HuggingFaceH4/blogpost-scaling-test-
time-compute 
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https://github.com/NVIDIA/TensorRT-LLM/releases/tag/v0.13.0
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6. Maciej Besta, Julia Barth, Eric Schreiber, Ales Kubicek, Afonso Catarino, Robert 
Gerstenberger, Piotr Nyczyk, Patrick Iff, Yueling Li, Sam Houliston, Tomasz 
Sternal, Marcin Copik, Grzegorz Kwaśniewski, Jürgen Müller, Łukasz Flis, 
Hannes Eberhard, Hubert Niewiadomski, Torsten Hoefler, 23 Jan 2025 
(v3), Reasoning Language Models: A 
Blueprint, https://arxiv.org/abs/2501.11223 (Survey and blueprint for how to 
build a Large Reasoning Model.) 

7. Wendi Cui, Jiaxin Zhang, Zhuohang Li, Hao Sun, Damien Lopez, Kamalika Das, 
Bradley A. Malin, Sricharan Kumar, 26 Feb 2025, Automatic Prompt Optimization 
via Heuristic Search: A Survey, https://arxiv.org/abs/2502.18746 (Survey of auto 
prompting, from basic LLM enhancements to some methods quite similar to 
RALM and TALM.) 

8. Komal Kumar, Tajamul Ashraf, Omkar Thawakar, Rao Muhammad Anwer, 
Hisham Cholakkal, Mubarak Shah, Ming-Hsuan Yang, Phillip H.S. Torr, Salman 
Khan, Fahad Shahbaz Khan, 28 Feb 2025, LLM Post-Training: A Deep Dive into 
Reasoning Large Language 
Models, https://arxiv.org/abs/2502.21321 https://github.com/mbzuai-
oryx/Awesome-LLM-Post-training 

Tree Decoding. Research papers on “tree decoding,” which is the general idea of 
trying multiple word output pathways, and then backtracking: 

1. Ziyu Wan, Xidong Feng, Muning Wen, Stephen Marcus Mcaleer, Ying Wen, 
Weinan Zhang, Jun Wang, July 2024, AlphaZero-Like Tree-Search can Guide Large 
Language Model Decoding and Training, Proceedings of the 41st International 
Conference on Machine Learning, PMLR 235:49890-49920, 
2024, https://proceedings.mlr.press/v235/wan24c.html PDF: https://raw.githu
busercontent.com/mlresearch/v235/main/assets/wan24c/wan24c.pdf 

2. Xiangxiang Gao, Weisheng Xie, Yiwei Xiang, Feng Ji, 17 Dec 2024, Falcon: Faster 
and Parallel Inference of Large Language Models through Enhanced Semi-Autoregressive 
Drafting and Custom-Designed Decoding Tree, https://arxiv.org/abs/2412.12639 

3. Yangchao Wu, Zongyue Qin, Alex Wong, Stefano Soatto, 20 May 2025, STree: 
Speculative Tree Decoding for Hybrid State-Space 
Models, https://arxiv.org/abs/2505.14969 

4. Xuezhi Wang, Denny Zhou, 23 May 2024 (v2), Chain-of-Thought Reasoning Without 
Prompting, https://arxiv.org/abs/2402.10200 (“CoT decoding” is examining the 
alternative paths in the decoding algorithm, which is somewhat similar to Chain-
of-Thought reasoning.) 

5. Xiangjue Dong, Maria Teleki, James Caverlee, 18 Dec 2024, A Survey on LLM 
Inference-Time Self-
Improvement, https://arxiv.org/abs/2412.14352 https://github.com/dongxiangju
e/Awesome-LLM-Self-Improvement (Broad survey of reasoning improvement 
methods from multi-step inference to RALM to decoding algorithms.) 
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6. Xidong Feng, Ziyu Wan, Muning Wen, Ying Wen, Weinan Zhang, and Jun 
Wang, 2023, Alphazero-like tree-search can guide large language model decoding and 
training, NeurIPS 2023 Foundation Models for Decision Making 
Workshop, https://arxiv.org/abs/2309.17179 

7. Zongyue Qin, Zifan He, Neha Prakriya, Jason Cong, Yizhou Sun, 25 Sep 
2024, Dynamic-Width Speculative Beam Decoding for Efficient LLM 
Inference, https://arxiv.org/abs/2409.16560 

8. Penghui Yang, Cunxiao Du, Fengzhuo Zhang, Haonan Wang, Tianyu Pang, 
Chao Du, Bo An, 24 Feb 2025, LongSpec: Long-Context Speculative Decoding with 
Efficient Drafting and 
Verification, https://arxiv.org/abs/2502.17421 https://github.com/sail-
sg/LongSpec 

9. Yifu Ding, Wentao Jiang, Shunyu Liu, Yongcheng Jing, Jinyang Guo, Yingjie 
Wang, Jing Zhang, Zengmao Wang, Ziwei Liu, Bo Du, Xianglong Liu, Dacheng 
Tao, 27 Feb 2025 (v2), Dynamic Parallel Tree Search for Efficient LLM 
Reasoning, https://arxiv.org/abs/2502.16235 

10. Yangchao Wu, Zongyue Qin, Alex Wong, Stefano Soatto, 20 May 2025, STree: 
Speculative Tree Decoding for Hybrid State-Space 
Models, https://arxiv.org/abs/2505.14969 

11. Yuhao Shen, Junyi Shen, Quan Kong, Tianyu Liu, Yao Lu, Cong Wang, 16 May 
2025, Speculative Decoding via Hybrid Drafting and Rollback-Aware Branch 
Parallelism, https://arxiv.org/abs/2506.01979 

 

 

 

 

 

 

 

 

 

 

 

https://arxiv.org/abs/2309.17179
https://arxiv.org/abs/2409.16560
https://arxiv.org/abs/2502.17421
https://github.com/sail-sg/LongSpec
https://github.com/sail-sg/LongSpec
https://arxiv.org/abs/2502.16235
https://arxiv.org/abs/2505.14969
https://arxiv.org/abs/2506.01979


David Spuler                                            128 
 

 

 

 



129                              The Sweetest Lesson 
 

12. ’Rithmetic 

  

  

  

“Math skills are a powerful indicator of future success.” 

— Bill Gates. 

  

  

  

Everyone Loves Math 

Humans are great at arithmetic! Right from birth, we can add up 10-digit numbers 
in our heads, without even using our fingers and toes. 

Umm, no. 

Weirdly, AI is bad at arithmetic, too! Maybe it’s not so weird, as we’ve been 
discussing the parallels between brains and LLMs, but it definitely seems funny.  

Surely, computers can do basic sums very easily? 

Yes, indeed. Your average laptop computer is running a CPU that has a clock speed 
of about 1 or 2 Gigahertz, so, let’s say it’s about 2 billion operations per second. 
And the most basic computer instructions are addition and multiplication 
operations. In fact, those are the simplest of arithmetic operations, but there are all 
sorts of other maths stuff, too. 
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If you have an older laptop, it can only do “32-bit” operations, which is numbers 
up to about 2.7 billion, which are at most 10-digit numbers. But most modern 
laptops are now using “64-bit” CPUs, which allows up to 19-digit numbers. To help 
you win Trivial Pursuit next Saturday at your AI club meet, note that a trillion has a 
one followed by 12 zeros for a total of 13 digits, a quadrillion has 16 digits, and a 
quintillion has 19 digits.  

So, your basic laptop from Best Buy that you can buy on a credit card for less than 
the cost of a pet parrot, can do perfect arithmetic in massive numbers up to 
quintillions using at least 19 digits, and do so with 100% accuracy, over and over, 
billions of times per second. 

An LLM can’t. 

Every LLM is great at detecting patterns and knows about words. In fact, it usually 
treats a number as a word, and a 10-digit number will likely be 10 words, one digit 
each. So, the LLM will have seen “sentences” like “1 + 1 = 2” in its training, so it’ll 
nail those ones. Unfortunately, it’s expensive to train it to recognize all the different 
“words” up to a billion, let alone a quintillion. 

Infinity is a little problematic. 

If you’re thinking that it’s smart enough to figure it out from the other sums it’s 
been trained on, well, I beg to differ. LLMs have been historically poor at 
“generalization” of patterns. For example, if it knows the pattern “1+1=2” that 
doesn’t mean that it knows the pattern: 

     “1,000,000,000+1,000,000,000=2,000,000,000”  

Not at all, unless it’s seen that exact pattern in some other training document. A 
human child does this extrapolation of patterns innately, but your average multi-
billion-dollar LLM struggles at this very hard stuff. 

Okay, before every CEO of an AI company sends me a nasty cease-and-desist letter 
pointing out that their trillion-parameter LLM can do sums just fine: yes, they’ve 
figured it out now. But for years, LLMs were bad at basic arithmetic, let alone more 
advanced math, and there were research papers published all about the problems 
with basic arithmetic and complex math. So many. 

And, honestly, LLMs are still poor at arithmetic, but there’s a couple of 
workarounds. One is “reasoning models” that can do multiple steps to solve a 
problem, which we discussed in a separate chapter.  
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However, although I don’t know for sure how it does it in the big LLMs, I’m betting 
it’s the second one: 

Tools. 

If you submit a couple of 10-digit random numbers to your favorite AI assistant 
and ask it to multiply them, it’s probably not really the neural networks doing the 
number-crunching work. More likely, it’s a special “tool” known more formally as 
a “calculator,” which is linked up to the LLM itself.  

So, behind the scenes, the LLM notices that your request looks like it needs a 
calculator, because it’s good at recognizing patterns like that, and then calls the 
internal calculator tool without telling you.  

The calculator tool is not using neural networks, so it’s literally a billion times faster 
than the LLM, and you won’t notice any delay from the extra step. Incidentally, I’m 
referring to the grunt-work calculator tool inside the AI servers next to the LLM 
code, not the graphical one that you can launch on your laptop or smartphone.  

After this extra hop, the LLM then combines the output from its calculator tool 
into a lovely couple of paragraphs, the last of which wraps up with an optimistic 
offer to “explore” its answer further, should you so wish. 

Symbolic Execution 

For some strange reason, the programmers that wrote AI engines thought it might 
be a good idea for an AI to be a programmer in order for it to get smarter. I mean, 
if I want to train my LLM not to put “rocks” on the grocery list, obviously it would 
do that better if it spoke to me in Python. 

Anyway, here we are: symbolic execution. 

Having the model interface with a “symbolic interpreter” or other symbolic 
representation is one way to improve a model’s reasoning capability. There are 
various different approaches, ranging from very mathematical logical languages to 
more compute-related dialects such as executing Python scripts.  
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In this idea, the LLM generates Python as its output, which is then interpreted by a 
built-in integration. If you prompt the AI with this: 

    This a test. 

Then the AI will generate this intermediate Python program to run: 

    print("This is indeed a test.") 

This is a silly example, because LLMs are certainly smart enough to do different 
things for different input prompts. Simple prompts do not need symbolic 
execution. The idea with symbolic execution is that simple prompts are handled the 
normal way, without coding, whereas complex reasoning type inputs are handled 
indirectly by generating an executable Python program. 

There are some reasons why this indirect approach of generating answers via 
symbolic execution might work well, at least for a subset of problems. For example, 
Python programs are more general than LLM’s decoding algorithms: 

• Looping-type constructs in programs. 

• Hierarchical or recursive logic. 

• Second level of indirection capability. 

• Turing completeness of computation. 

Turing completeness is an obscure Computer Science theory about programming 
languages, where they must have: 

1. Sequence — execute two statements in a row. 

2. Selection — an “if” statement that chooses two paths. 

3. Iteration — looping around to do it again. 

There’s actually a fourth requirement in practice that’s sometimes overlooked in the 
theoretical treatises: 

4. Persistence — ability to store data somewhere (i.e., variables in memory or 
disk). 

 



133                              The Sweetest Lesson 
 

LLMs by their lonesome are actually not Turing complete, because they are finite, 
which means that they miss the third capability. LLM models are a fixed-size data 
structure with very little looping or “iteration” capability.  

LLMs are massive, yes, but still finite. 

On the other hand, LLMs have all the other requirements, and using a multi-step 
reasoning algorithm around an LLM can add that type of non-deterministic looping. 
So, maybe that’s all it needs to be Turing complete. 

Symbolic execution has not yet really taken off as a way to improve LLM 
intelligence, although there are some startups still working on this idea, so who 
knows where it might go?  

Perhaps coincidentally, instead of learning coding making the LLMs smarter at lots 
of stuff, LLMs got really good at coding, to the point where the job that is now 
considered most likely to be fully replaced by AI engines: programmers. 
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13. Tools 

  

  

  

“Right now, I think the frontier is these AI tools.” 

— Sam Altman, July, 2025. 

  

  

  

What are Tools? 

Humans like to think that we are distinct from the “animals” because we use tools. 
Sadly, this does not distinguish us from the AIs, because they’ve also evolved to use 
tools. 

LLMs require tools to do more advanced things, just like humans. For example, if 
someone asks you the time, you look at your watch (or your phone). If you ask an 
LLM "What is the time?" there is nothing in its training data set that could possibly 
answer this correctly. The only way is to use a tool called a “clock” and it must be 
integrated into the LLM, and executed by the AI Engine as part of answering your 
query. Some of the things that are hard for an LLM to do without tools include: 

• Having real-time or up-to-date information (e.g., stock prices or the latest 
AI research papers). 

• Computation-related questions beyond basic arithmetic. 

• Information that’s only in a different place (e.g., the company’s internal 
ERP database). 

• Time-specific or locale-specific information that differs from its training. 
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Another type of tool that LLMs can use are those that perform an action for you, 
such as sending an email. These are called “agents” in the AI industry, rather than 
“tools” as the terminology. 

That’s not where the naming confusion ends. The AI research industry seems to 
make some distinctions about several different types of tools. For example, there 
are these AI research areas called: 

• Retrieval Augmented Generation (RAG) — find a paragraph of text from 
a set of documents. 

• Tool Augmented Language Models (TALM) — run a dynamic 
computation tool like a calculator. 

• Tools “Hooks” — run a dynamic preprocessing tool on your text input. 

• Plugins — log into someone’s database for information (e.g., real estate 
listings). 

• Search plugins — run a full internet query to return some blue links for AI 
to read. 

Come on, they don’t need different names when they’re all just tools! The AI engine 
calls out for help from one or other of these various different pieces of software, 
whether it needs a BMI calculator, a corporate HR document, or a full search of 
the internet.  

Well, maybe there is a key distinction between two different classes of “tools” if we 
exclude the “action agents” types, and focus on tools for helping the LLM just to 
answer questions: 

1. Look up more information — RAG, internet search, database plugins. 

2. Dynamic computations — clocks, calculators, and many more. 

One way to think about this: static search tools are looking for extra human-written 
information, whereas dynamic tools are creating their own! Types of dynamic 
calculation tools include: 

• Clocks 

• Calculators (arithmetic) 

• Converters (e.g., pounds to kilograms) 

• Calendars (date or day calculations) 

Modern LLMs use literally thousands of tools. All of these tools are pieces of 
software that sit alongside the AI model in the backend servers. 
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AI engines don’t normally tell you what tools they’ve used to answer. How unfair 
is that! We’re not allowed to use AI to answer questions in job interviews, but the 
AIs are allowed to sneak around using any tools they like. 

There are a lot of tools that an AI can use, far beyond the basic ones. For example, 
if you ask your AI engine to compute the “Flesch-Kincaid” reading level metric for 
a paragraph of text, it has to use a tool to compute that. 

Integration of Tools 

There’s a lot of variability in architectures for using tools, but the basic ideas are to 
use them for: 

• The beginning — preprocessing (“hooks”). 

• The middle — interim computations. 

• The end — finalization or formatting. 

The main one is the muddle in the middle. Your LLM will run a sequence something 
like this: 

1. Read input prompt ("Should I eat jelly beans in order of wavelength?"). 

2. Decide to get the results of the tool. 

3. Insert “tool tokens” into the output text. 

4. Run the tool or tools (by finding tool tokens in the LLM’s output). 

5. Merge the tool output into the final output text results. 

Like humans, an AI needs to learn to look at its watch if someone asks the time. 
Specific training data sets are required that tell the AI what tool to use, and when. 
This is the “deciding” phase for tool usage. 

The AI engine has to recognize in the LLM output that a tool must be executed.  
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There are a variety of ways to do this: 

• Tool-specific tokens — i.e., the LLM can emit a “trigger” token to run a 
tool. Note that PEFT could be used here to fine-tune new tool capabilities, 
by only adding a few new tool-triggering tokens to the vocabulary.) 

• Placeholder patterns — i.e., output something like an “--insert current time 
here--” special pattern is another way, and the engine then looks for these 
patterns, which avoids adding tool tokens to the vocabulary, but is 
inefficient in that there are multiple text tokens in the output). 

• Code generation — there are various AI models that will generate code, 
such as in Python, that can be executed to generate the answer. This is a 
general solution, because Python can call various submodules and can 
thereby generate many tools. 

• Multi-level planning — the AI first generates a plan of how to answer the 
query, including what tools to use, and then runs any tools, and then does 
another inference query to collate it into a final answer. 

Sometimes, there are two steps of LLM inference being done, with both the 
deciding and merging steps above. Alternatively, the tool integration can be simpler 
with the tool’s output results just inserted verbatim into the middle of the output. 

Computers as Tools 

Lately, there’s been a huge amount of work on LLM things called “GUI agents” or 
“computer usage models” in the AI space. The idea is that the LLM can actually 
look at your screen and tap away on your keyword and click the mouse, too. 

Phones, too! 

A computer or smartphone is a great tool for an LLM. Anything that a computer 
can do, the LLM can now do. Amusingly, it’s a really tough problem to solve, which 
is odd, since the AI engine is already running inside a great big computer. Lots of 
research papers! The technical issues to solve include: 

• Understanding the screen (as an image) 

• Integration with input devices (keyboard/mouse) 

• Context of the screen at a high level (e.g., which app is running?) 

There’s another major problem to solve: mistakes. LLMs always make mistakes, 
and that’s more of a problem if the agent is doing something for you on your 
computer. 
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LLM Hooks 

LLM hooks are integrations of tools that perform preprocessing on prompt inputs. 
The use of hooks is a special case of Tool-Augmented Language Models (TALM). 
The idea with pre-processing hooks is that the tools can augment the input prompts 
with extra information that the LLM can use, which is similar to RAG-based 
retrieval, but is based on non-LLM tools that perform dynamic computation. 

Tool Augmented Language Models (TALM) is the use of non-LLM tools to 
augment the processing of LLMs. Tools can be used to compute more data based 
on the prompts, and can be used on conjunction with reasoning like Chain-of-
Thought, RAG retrievals, or agentic architectures. Hence, the idea of “hooks” is a 
special type of limited tool, that doesn’t scour the internet for more information, 
but only performs some dynamic computation on the prompt text as input. 

Using “hooks” to launch a tool to preprocess the user’s input prompt is a lesser-
known technique. You can use heuristics to decide that a tool is used, and it’s called 
before the LLM via “hooks” in the code. This idea skips the “deciding” step above 
in favor of non-LLM methods. This is faster than having an LLM decide to launch 
a tool, but it’s not always as accurate in choosing whether or not to use a tool. 
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14. Brainy Body 

  

  

  

“A strong body makes the mind strong.” 

— Thomas Jefferson. 

  

  

  

Brain Versus Brawn 

Do you need a body to be smart? It sounds somewhat facetious when you write it 
like that. And yet, it’s a serious question with a whole slew of research papers behind 
it, titled: embodied AI. 

Technically, I’m mainly going to talk about the theories of “embodied cognition” 
and the achievement of real intelligence. There are other practical aspects in physical 
AI such as sensory capabilities (e.g., machine vision) and having robots that have 
mobility and the ability to take actions (i.e., go somewhere and do something). 

This research about embodied cognition espouses the theory that achieving true 
intelligence requires physical interaction with the world. In short: 

No brain without a body. 

Why might full intelligence require a physical presence in the world?  
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Some of the reasons a physical body is required include: 

• Self-awareness (of oneself and one’s dimensions) 

• Building a theory of the 3D world 

• Generalization of world-based reasoning 

Another obvious reason is for an LLM to actually understand the human senses. 
Any good writer of fiction knows to use the five senses for “show not tell” in a 
scene: 

• Sight (vision) 

• Sound (hearing) 

• Smell (aural) 

• Touch (tactile) 

• Taste (gustatory) 

You know there are more than five senses, right? I’m not being supernatural, but 
refer to all the weird extra senses that our bodies actually have, including: 

• Physical sensations — pain, discomfort, butterflies, tingling, numbness. 

• Body states — hunger, thirst, nausea, fever, illness, dizziness, etc. 

• Proprioception — knowing the position of our body in 3D space (my 
favorite one!). 

There’s a bunch more. Apparently, humans can detect magnetic fields, but not as 
well as pigeons. Except for that weird one, you know all of these extra senses, 
innately, without having to be trained or sent to boarding school. 

How many does your LLM understand? None. 

It is more than a theory that LLMs should reside in physical robots, such as to 
achieve mobility or allow actions to occur, but that their training must occur in this 
way so that the LLM can itself be intelligent in a more complete way.  

Maybe boarding school for LLMs is worth a try. 
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Why Embodied? 

Think about how a baby learns. They reach out into three-dimensional space 
learning where everything is, including their own personal space. Later, they crawl 
around, learning how things are arranged in the world, and what it feels like to touch 
anything they can find, to their benefit or their peril. 

How can an LLM do that? All it has is its words. Can we really explain all of those 
things to an LLM by giving it more words to read? How is it to learn the meaning 
of this joke (and is it a joke?): 

Kemp’s Law: Never re-tie only one shoelace. 

An LLM is inherently stuck inside its own head. Indeed, embodied AI is one of the 
theories about why modern LLMs still struggle with various aspects related to 
human-level intelligence: 

• Two-dimensional spaces (e.g., chess boards or Galaga). 

• Three-dimensional reasoning (e.g., people sitting at the kitchen table). 

• Textures and senses (e.g., how it feels to touch or smell). 

Is automated driving of a car in a 2D or 3D world? The answer is: yes, both. There 
are aspects of 2D maps, certainly, for efficient execution and specification of certain 
tasks such as pick-up, drop-off and routing. However, for safety the LLM must 
consider its full three-dimensional shape and the same of the other vehicles and 
their overall environment. 

The benefit of real-world experience is not limited to physical ideas about a multi-
dimensional environment and the objects it contains. Some of the more non-
obvious limitations to full intelligence that embodied AI seeks to improve include: 

• Self-awareness — the AI is in the environment, too). 

• Temporal reasoning — time always flows one way. 

Understanding of time and the notion of “causality” (cause-and-effect) may be 
improved by embodied AI. Learning about the world while experiencing real-time 
changes in the environment could improve an LLM’s ability to reason about time. 
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Fake Versus Real Bodies 

Researchers have tried the old fake it till you make it style of research for embodied 
AI, although they don’t describe it that way in their research funding proposals. 
Instead of a real body, we can pretend that scanning through a stream of video and 
audio data is the same as having eyes and ears. You can try to learn from that, and 
this is definitely getting better. 

Training advanced LLMs on video data is a thing. 

But what about real bodies? What about the senses of touch? Can they explore the 
world and learn what it means to be inside a 3D space? Do they feel pain when they 
fall off their bicycle?  

Lots of robots have real bodies, and they’re starting to look impressive, but do they 
learn? 

As far as I know, no-one’s really invented a robot hooked up to a smart enough 
LLM that it could learn. I mean, I could have written “learn as it grew” and there’s 
a few Hollywood movies that I quite like where this happens, but not in real life. 

Robot soccer is not quite there yet. 

It might be a while before humanity designs an advanced mobile learning station. 

Oh, wait! Sorry, I was wrong. We have managed to create something advanced that 
can learn like that:  

Babies. 
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15. Faster AI 

  

  

  

“You’re gonna need a bigger boat.” 

— Jaws, 1975. 

  

  

  

Faster AI 

AI engines are already amazingly fast, but it’s not enough. LLMs are just not big 
enough, despite already being ginormous. How much computation is going to be 
needed for the next generation of even smarter models? 

Lots more. 

It’s not clear yet how far ahead we need to go into the future to get the capacity 
that’s needed. Processing AI computations on GPUs is continually getting faster. 
NVIDIA is now on an annual cadence of GPU updates, where each general release 
of silicon beasts gets faster and faster.  

There are really two things that are getting faster: 

• Faster training — baking braininess into brawny silicon chips. 

• Faster inference — answering your queries and generating poetry. 
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The weird thing about the speed of AI engines is that there’s really only one 
bottleneck.  

It’s a complex architecture, but most of the compute grunt is consumed in one 
small part of the code. AI kernel engineers are forever fiddling with about 1,000 
lines of code. 

Endless Matrix Multiplications 

You studies this in High School math class: matrix multiplications. Remember how 
you had a weird 2x2 square of numbers, and you had to multiple across a row and 
down the other column. AI is based on that type of matrix multiplication, and 
almost nothing else. 

Who knew that High School math could be useful? 

AI engineers like to make it sound more complicated than that. Our favorite word 
to use is “tensors” and we hope nobody realizes that it’s just matrices, only more 
than one. Our 2x2x2 tensor in 3D just means that we have two of the 2x2 matrices. 

Hence, when you see the press releases about how great NVIDIA GPUs are with 
“Tensor Cores” you can roll your eyes, and think: I learned that stuff in High 
School. 

500 Ways to Optimize 

There are over 500 ways to optimize an AI model. Not an exaggeration — I literally 
made a list and counted them. I’m not going to force you to read it here, but it’s in 
the references. If you’re a new parent with trouble getting the little one to sleep, 
feel free to read it to them. 

The main bottleneck in AI is the above matrix multiplications, and everything else 
is secondary. Although training and inference are very different algorithms in AI, 
they both come down to matrices, ahem, sorry, I meant to say tensors. There’s a lot 
of ways to improve things, but the main categories are: 

• Fewer matrix multiplications 

• Smaller matrices 

• Different types of arithmetic 
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To do fewer matrix multiplications, we’ve already talked about a big one: Mixture-
of-Experts. For example, the 600B model in DeepSeek is cut down into 37B 
experts, which is a lot fewer matrices every time it crunches out a new word. 

Another way is to use smaller matrices inside smaller models. There’s an 
optimization called “distillation” and I wonder how it got that name? The idea is 
that you train a huge model, called the “teacher” model. And then you get the 
teacher to talk to another smaller model, so as to train it, or to “distill” the big 
model’s answers into the smaller one. It’s called the “student” and I’m not making 
this stuff up. 

Anyway, the smaller model is faster. 

Another way to get a smaller model is, you know, just train a smaller model. Go get 
a refund on half your GPU chips, and just build a small model from the beginning, 
without needing to train the huge teacher model first. AI engineers like to argue 
about which approach is better. In short: smaller models are faster but less accurate. 

In fact, you can train more than one small model for less cost than a big one, which 
should really be called a “multi-mini-model” architecture (triple-M!). Instead, it’s 
called “multi-LoRA” because AI researchers like quirky names. If you’re got an 
iPhone with Apple Intelligence baked in, that’s the model architecture it’s using. 

There are many ways to improve the arithmetic. The first trick is that someone 
noticed that matrix multiplication is like: 

1. Multiply stuff, and 

2. Add it up. 

Here’s an idea: do both things together. There are now CPU and GPU hardware 
instructions that do exactly that, and it’s called “Fused Multiply-Add” or FMA. 
Hence, if your code has both a multiplication and an addition operation, then you’re 
behind the times. 

Fuse them together! 

Another way is to use smaller data. For example, there’s a fancy technique called 
“quantization” that really just means using smaller numbers.  
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The latest Blackwell GPU chips are great at “FP4” processing in all those Tensor 
Cores. What this means is using data that is 4-bit floating-point (FP4) instead of 32-
bit floating-point (FP32) for all the numbers we’re using inside the matrix 
multiplications. This drop from 32-bit to 4-bit is eight times less computation, 
according to my calculations. 

Hence, eight times faster AI engines. 

Another way to make matrices smaller is to “prune” their numbers. I mean, if your 
model has a billion numbers, may you don’t really need all of them. Unfortunately, 
since AI engineers don’t really understand what all of the numbers do, we also don’t 
really understand what happens if we throw some away. The early research papers 
in the 1990s on this technique were about “Optimal Brain Damage” and it’s an 
inside joke that’s not really a joke. 

The idea is that if a number is 0.0001, then just pretend it’s actually zero. If the 
weight of a signal is that small, it might as well be zero, so just throw it away. The 
simplest way is just to scan all the numbers through the whole model for small ones 
to discard, which is called “magnitude pruning.” 

The other way is to look at numbers in particular parts of the model, which is called 
“structured pruning.” It’s like throwing away a whole lobe or a whole cortex.  

There are literally four ways to prune the different model structures, along the 
different model dimensions: 

• Length — input token pruning (i.e., throw away words) 

• Depth — layer pruning (“early exit”) 

• Width — attention “head” pruning (“sparse attention”) 

• Model dimension — embeddings pruning (“activation sparsity”) 

Any way you cut it (I mean, prune it), there’s fewer weights and less computation. 

Hence, you prune and prune until there’s more zeros than non-zero numbers, and 
then it’s called “sparsity.” And there are so many ways to do “sparse matrix 
multiplications” inside a GPU that AI engineers call it terms like “sparse MatMul” 
or “spGEMM” or other names you can’t print. 

Anyway, fast. 
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Training 

Inference takes milliseconds to answer a query. Training a big model can take weeks 
or months. There are faster GPUs and software algorithms that have sped up 
training since the olden days (last year), but models are getting bigger, too. 

When training a big AI model, the most important thing you need is blankets. All 
of the AI engineers on the training team have to sleep in the data center for days or 
weeks. The facility is air-conditioned and liquid-cooled down as low as you can get, 
which isn’t actually that low when you have 100,000 overclocked GPUs running. 
The training engineers aren’t really doing much except watching the monitoring 
dashboard and waiting for the training phase to go: splat! 

I’m only half kidding. 

Training really does fail, and quite often, which is why you use “checkpoints” for 
training updates (it’s a fancy word for backups). The idea is that you checkpoint 
often, and when it all falls over in a crying heap, then you restart from the last 
checkpoint. When you realize that it costs tens of millions of dollars to run training 
on a big cluster, you can see why it’s important to have frequent backups. 

Why does training fail? 

Ah, yes, there are plenty of research papers on that. There are issues like vanishing 
gradients, exploding gradients, training instabilities due to large outliers, and all sorts 
of other obscure statistical reasons, which are boring, so let’s skip those. More 
interesting reasons include: 

1. Hardware bugs 

2. Software bugs 

3. Real bugs 

4. Space bugs 

Hardware bugs are surprisingly common. Well, no, actually not common, but when 
you have 100,000 of them, then it’s not uncommon. GPUs overheat and burn out. 
Old GPUs are the worst, especially if you’ve been a cheapskate and bought used 
GPUs from a retired Bitcoin miner. Weirdly, brand new GPUs can fail, too, due to 
an occasional fault in the chip manufacturing process.  
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The error rate is very low, but multiply that by 100,000. Middle-aged GPUs are the 
sweet spot, so you ideally want to run in your new GPUs with some gentle warm-
ups (like a new Porsche). Actually, training algorithms are now good enough to 
detect a failing GPU and isolate it, but it’s not always 100% accurate, so that’s when 
the sleeping engineers need waking up. 

Software bugs are an error in the code by the C++ programmers who wrote the 
training software for the GPUs. Of course, that never happens, since good coders 
never misplace a semicolon, except for that one time with Microsoft Vista over 20 
years ago. Furthermore, we can always blame the hardware engineers or the 
network engineers. Anyway, let’s move on. 

Real bugs are not very common these days. If a roach or a small lizard gets into the 
data center, and ends up next to a GPU, it’ll get baked into the training process, 
literally. Thankfully, most data centers are locked-down so tight to keep out the 
dust that not many insects or reptiles make an impact. 

Space bugs are the funniest thing! Here is where you, Dear Reader, are 100% 
convinced that it’s a joke, and yet, it’s really not. 

Cosmic rays are a type of electromagnetic radiation that comes in from space. 
Normally, nobody notices them because they rarely interact with matter, and even 
if they do, it’s such a minor effect that even a human body cell will ignore it and 
move on with life. However, GPUs have transistors that are etched into silicon at 
a scale of a few nanometers, which could be two, but let’s say five. In comparison, 
a human cell is at least 10,000 and maybe 100,000 nanometers in size. 

Once in a while, a GPU gets hit by a cosmic ray. And once in a while, it goes near 
a tiny transistor embedded in the silicon. And once in a while, it hits a transistor. 
And once in a while, it hits at the right time. 

A bit gets toggled. 

It’s a very rare event. But multiply the odds by 100,000 GPUs. And then multiply 
again by a process that takes days or weeks. 

Don’t Forget the Network 

Programmers tend to avoid network engineers, because they’re covered with dust 
from crawling under the raised floor to fix cables all the time. But AI engines need 
networking with the highest bandwidth to connect those clusters of 100,000 GPUs 
that do all the work.  
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The reason for networking depends on the phase: 

• Training — send the training data out, get the weight updates back. 

• Inference — send the user queries out, share some caches, get homework 
essays back. 

Yawn! It’s true that NVIDIA has a bunch of networking products like NVLink and 
stuff, with coverage of InfiniBand, Ethernet, BlueField, and more. However, the 
company only makes about $13 billon US dollars in annual revenue from 
networking products, so nobody pays any attention to the networking area. 

I mean, peanuts! 

Pity the poor SVP of Networking at NVIDIA. They run a business bigger than 
over half the stock market, but never get a CNBC interview. 

The Question 

Here’s the real question about AI technology: is it fast enough? Short answer: No. 

We’re getting better at running big models at a faster clip, but these big models 
aren’t really that great. I mean, they’re amazing in some areas, but, come on, so 
many dumb things are still coming out of its mouth. 

The whole industry is going to need a bigger model, or, more likely, a ton of much 
bigger models, each of them tweaked to run in particular contexts (e.g., doctors, 
lawyers, marketing managers, etc.). We’re not close to that. 

In order to fix all of the areas where AI is still faulty, we need to train it with lots 
more data, and make the models much bigger. Hence, here’s the real question to 
ask: 

How much faster is needed? 
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16. The Sweetest Lesson 

Brains are 50 Times Bigger 

Your brain is 50 times bigger than the best AI engines today. Hence, to get to an 
intelligence AI model, we might need 50 times more compute power. Don’t believe 
me? Do you think ChatGPT is smarter than you?  

Let’s look at the facts about brains and models. 

The biggest AI model is about two trillion weights. That’s for GPT-4 from OpenAI, 
and we don’t even officially know its size, but only from “leaks” we’ve heard that it 
was 1.76 trillion total weights (split into eight parts). 

Is that the biggest model? 

Indeed, GPT-4 was in March, 2023, so it seems likely that the state-of-the-art is 
more. The weight count of OpenAI’s “Strawberry” reasoning model released in 
September 2024 has not even leaked, but we can reasonably assume it was more.  

And there are a handful of other companies that are talking about making models 
with “trillions” of weights. Most of the details are not disclosed in research papers 
or press releases, but you can see the word “trillion” in patents and job ads. 

It seems very likely that the latest models are above two trillion weights, but 
probably not by a lot, because the computation needed to run massive models is 
immense. You don’t just train a two trillion weight model once, and done. Rather, 
you have two trillion weights that need to run as “inference” for every user’s query 
after you release your model to the public. 

How does your brain compare? 

Firstly, it has around 86 billion neurons. There are various research papers 
supporting this, and it can go up to around 100 billion neurons. Even so, 86 billion 
neurons is substantially less than 2 trillion by a factor of about 23.  
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So, an AI model is 23 times bigger than your brain? 

Not so fast! 

We’re making the wrong comparison here. It’s measuring silicon apples against 
carbon oranges. 

Weights are not neurons. No, the neuron-equivalent structure is the “model 
dimension” of all those neural network computations in the AI engine. A neural 
network is based on a matrix, like in High School math class.  

The equivalent of a neuron in AI is the length of the sides of the matrices, rather 
than all the numbers inside the matrix. The weights in an AI model are numbers 
telling it how much “weight” to give to a connection between two neurons, 
represented in a vector of artificial neurons. 

Anyway, the point is that the weights are more like “connections” between a pair 
of neurons. It’s not a surprise that the human brain has these types of connections, 
because neural networks actually copied that, and made up the idea of weights being 
their connections.  

In the brain, we call them “synapses” and they connect two neurons together via a 
“dendrite” physical structure. 

How many synapses? 

Well, the official answer is 100 trillion synapses in the human brain. This sounds 
like a made-up statistic, even when a chatbot tells you, so we’ll stress test its 
assumptions below. But first, let’s summarize the situation: 

• AI Models — 2 trillion weights 

• Human brain — 100 trillion synapses. 

Like I said earlier, your brain is 50 times bigger. 
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Really That Big? 

It’s fair to question that 100 trillion synapse statistic. Such a big, round number just 
sounds like made-up science. In fact, the overall method to get to that number is 
simplistic: 

100 billion neurons time 1,000 synapses per neuron. 

There are really two numbers to investigate here. The number of neurons is more 
accurately believed to be around 86 billion, so maybe that drops our estimate down 
by 16% overall.  

On the other hand, Pakkenberg et. al. (2003) estimates 0.15 quadrillion total 
synapses, which is more than 50% higher than the overall 100 trillion total. Another 
analysis is by AI Impact (2015), based on Chudler’s facts from neurology textbooks 
(undated), gives an even higher estimate of 1.8-3.2 times 10^14, which is 180-320 
trillion synapses. 

Unfortunately, we can’t be sure, because no-one has taken the time to sit down and 
count all those synapses. Instead, there are various estimates based on the weight 
and volume of different parts of the brain and the apparent density of synapse cell 
structures within the brain of humans and some animals.  

As is obvious from the range in estimates, it’s not an exact science, but this still 
seems to be based on reasonable assumptions. 

Finally, an obvious but important point that underpins this analysis: neurons matter. 
The intelligence of humans is closely correlated to the number of neurons and the 
physical size of the brain. For example, Azevedo et. al. (2009) and Herculano-
Houzel (2009) both show that human intelligence is based on us having a linearly 
scaled-up version of primate brains. 

Maybe Less 

Yes, the analysis may be incorrect, and the analogy between weights and synapses 
is not perfect. Perhaps a lot of the 100 trillion connections are doing unimportant 
things that an AI engine doesn’t need. The vast majority of your brain is not doing 
high-level reasoning. 
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Rather, your brain has to do a lot of other things related to its attached carbon body. 
There are plenty of neurons in the brainstem and other similar regions. The 
brainstem is around 2.6% of the human brain by weight, giving an estimate of 2.2 
billion neurons out of the 86 billion total neurons. The whole autonomous nervous 
system has to control our breathing, heartbeat, and dozens of other systems. 

An AI won’t need that. 

There’s also a lot of input signal processing that can perhaps be avoided in a 
computerized LLM brain. For example, a lot of the brain’s power is consumed by 
processing video inputs, and AI engines may not need to do that. 

There are non-LLM ways to process video inputs, so maybe we can hook those up 
to an LLM. Hence, the LLM itself wouldn’t need to do all of that work to process 
the basic video features like colors and intensities. However, the LLM still has to 
do the higher-level processing, such as detecting shapes and making sense of them. 

Maybe More 

On the other lobe, it could be that 100 trillion synapses is an underestimate. Indeed, 
a number of research papers give much larger numbers. Pakkenberg et. al. (2003) 
gives an estimate of “0.15 quadrillion” and that’s the same as 150 trillion synapses. 
And AI Impact’s 2015 article cites to an alternative statistic of 7,000 synapses per 
neuron, which when combined with 86 billion neurons, would put us at about 600 
trillion total synapses. 

Those are some mighty big numbers about what’s between your ears. To put it into 
context, let’s divide by two (using AI): 

• 100 trillion — 50 times 

• 150 trillion — 75 times 

• 180 trillion — 90 times 

• 320 trillion — 160 times 

• 600 trillion — 300 times 

In comparison to the 2 trillion weights in state-of-the-art AI models, all these 
numbers give ratios more than 50 times greater. Indeed, 150 trillion synapses gives 
a ratio of 75 times higher, and the upper bound is 600 trillion synapses, with a ratio 
of human brains being over 300 times larger. 

Which one will it be? Your guess is as good as mine. Might need some more GPU 
chips. 
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Smart Coding 

Another variable here is that the brainy boffins in the AI labs have found numerous 
advanced algorithms to make things go faster. For example, the GPT-4 model has 
2 trillion total weights, but they’re actually split up into eight separate areas, called 
“experts” in what’s known as a Mixture-of-Experts (MoE) architecture.  

Each expert in GPT4- was about 200 billion parameters. Similarly, the DeepSeek 
model that matched and exceeded this performance was less than 600 billion 
parameters, and had even smaller experts. 

I’m not sure which way this cuts the analysis. If the state-of-the-art models are 200 
billion rather than two trillion weights, does this mean that AI models don’t need 
to be as big as the human brain? Maybe an AI model only needs 10 trillion total 
weights.  

Alternatively, does this nuance mean that the AI models have ten times further to 
travel before they match the full intelligence of a brain? 

The Bitter Lesson Again 

Whatever the answer to this analysis, it seems clear that more compute is needed. 
It sounds like another case of the bitter lesson, doesn’t it? We just need to brute-
force up another 50 times greater compute power, and then it’s the same as the 100 
trillion synapses in the human brain. 

This level of extra computation power seems beyond our reach at the moment. 
However, it’s not unimaginable when you consider the rate of advances in GPU 
chip workloads and the newer, more efficient algorithms being discovered to run 
the AI computations on these chips. 

So much for all those reasoning algorithms! 

Thus, here we are on the verge of learning the bitter lesson all over again. Instead 
of making advances by using intelligent and insightful new methods of thinking, 
we’re just going to throw more electricity and C++ programmers at the problem. 
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The Sweetest Lesson 

Is it the bitter lesson? Sure, the idea is to brute-force a lot more GPUs in 100 trillion 
weight models. There’s going to be plenty of computation power needed over the 
next few years as we advance the state-of-the-art models in both training and 
inference. 

But the bitter lesson actually has two factors, of which brute-force hardware is only 
one part. Let’s see if they both fit: 

1. Brute-force computation, and 

2. Algorithms that differ. 

Can you see the mismatch? There needs to not only be brute-force computations, 
but also the abandonment of human-based reasoning in favor of simpler number 
crunching. At first, this also seems like a match, because those tricky reasoning 
algorithms will probably be gone. It’ll just be GPUs and matrices and lots of number 
crunching. 

But, then, inspiration. 

Maybe we’re not going to use a fancy reasoning algorithm on top of all those LLMs. 
The path to intelligence may not be a better “controller” that manages all of those 
low-level computations. So, the most advanced AI algorithms won’t be using 
human-style reasoning. But, you know what, it’s kind of weird, because here’s the 
thing: 

We already are! 

There’s this whole theory of neural networks that forms the basis of AI theory. For 
decades, it was a kind of backwater in computing research, where the results were 
not very impressive. Gradually, it grew in importance as the results from Machine 
Learning models, which is old-school AI theory, started to be used in real-world 
activities, like recommending which movies you should watch. Eventually, the 
advent of hyperscale GPUs led to the GPT series of LLMs, and the rest you already 
know. 

Hence, this is not the bitter lesson. The whole of AI theory in the computing 
industry is about neural networks, which means this: 

Copying the human brain. 
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It doesn’t stop there at copying the basic human architecture. The AI industry is 
effectively copying all the workarounds and extensions that we use to make humans 
smarter: 

• Tools — e.g., computer usage by LLMs. 

• Data sources — e.g., LLMs now search the internet. 

• Training — it’s like sending LLMs to High School, where they read a 
textbook. 

In summary, AI models are based on not just copying human brains, but also 
imitating all of the ways that humans learn. And it’s not just the main neural network 
algorithm that’s copied from a carbon brain. It’s all of the workarounds, too. If we 
ever get to a truly “intelligent” model, and I do think it’s an “if” not a “when” for 
the achievement of “Artificial General Intelligence” (AGI), then it’s going to be 
achieved by copying everything we know about human intelligence. 

And that’s the sweetest lesson of all. 
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